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Introduction

4

Physical systems, very different at microscopic level, can show 
phases characterized by the same Universal behavior when the  
correlation length diverges (2nd order phase transition).

Most famous example:  

3D Ising universality class (Magnetic systems, Water)  
in a Landau-Ginzburg description as a scalar QFT,  

Example: Ising model
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Critical phenomena are conveniently described by  
Quantum and Statistical Field Theories.
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Critical theories
 

Theory space

The critical theories are 
points in a suitable theory space 
characterized by scale invariance.  
If there is Poincare’ invariance it is 
often lifted to conformal invariance

(fields and symmetries)



6

• Fundamental physics in a QFT description require renormalizability conditions 
    which in the most general case goes under the name of Asymptotic Safety: 
    existence of a fixed point with a finite number of UV attractive directions. 
    Asymptotic freedom is a particular case with a gaussian fixed point.

In a Renormalization Group description critical field theories are associated  
to fixed points of the flow, where scale invariance is realized.  

• These fixed points may control the IR behavior of the theories.  
    (example: Wilson-Fisher fixed point)

RG

• Perturbation theory in presence of small parameters,  
    e.g. ε-expansion below the critical dimension 

• Wilsonian non perturbative, exact equations but not solvable in 
practice. (Polchinski and Wetterich/Morris equations)

Formulations:

Wilson (1971), Wilson and Fisher (1972)
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CFT
Critical theories often show an enhanced conformal symmetry
In d=2 it is a infinite dimensional Virasoro symmetry, but also in 
d>2 one can take advantage of the SO(d+1,1) symmetry group.

Recently the old proposal of Polyakov was pushed forward in what is 
called Conformal Bootstrap, based on the consistency of conformal 
block expansions of the 4 point correlators (in s,t channels) 

Also in CFT the perturbative ε-expansion is very useful and several different  
aproaches are available.

Conformal data: a CFT is fixed by the scaling dimensions of the primary 
operators and by the structure constants defining their 3 point correlators.

The Schwinger-Dyson equations (SDE) generalize the notion of equations of motion of

(2.1) at a functional and at an operatorial level. Neglecting contact terms, any insertion of

the equations of motion in a correlator constructed with a string of operators returns zero.

In practice, for any state of the CFT and for any list of operators O
i

the relation
⌧

�S

��
(x)O1(y)O2(z) . . .

�

= 0 (2.4)

holds. In general the SDE are constructed with renormalized quantities where explicit ✏-

dependences do appear through the renormalized coupling in S[�]. However, at the lowest

order one can use the relation

h2
x

�(x)O1(y)O2(z) . . .i = g

(m�1)!
h�m�1(x)O1(y)O2(z) . . .i (2.5)

at tree level. Thanks to the Schwinger-Dyson equation one can deduce that in the in-

teracting CFT the operator � and �k with k 6= m�1 are primaries, while the operator

�m�1 is a descendant.4 In other words, the interacting CFT enjoys one less independent

operator, that is �m�1, and a recombination of the conformal multiplets must take place.

In particular, the scaling dimensions of � and �m�1 must be constrained

�
m�1 = �1 + 2 =) �

m�1 = �1 + (m�2)
✏

2
. (2.6)

Furthermore, conformal symmetry greatly constrains the correlators appearing on both

sides of the SDE. It is possible to find a basis O
a

of scalar primary operators with scaling

dimensions �
a

whose two point correlators are diagonal

hO
a

(x)O
b

(y)i = c
a

�
ab

|x� y|2�a
, (2.7)

(no summation over a) where we denoted as c
a

the general non-negative normalization

factors which can in principle be set to one. However, for the moment, we will find it

more convenient to work with the natural normalization of the Gaussian theory, that is

induced by Wick counting. The tree-point correlator for scalar primary operators is even

more constrained by conformal symmetry and reads

hO
a

(x)O
b

(y)O
c

(z)i = C
abc

|x� y|�a+�b��c |y � z|�b+�c��a |z � x|�c+�a��b
. (2.8)

where C
abc

= C
a,b,c

are known as the structure constants of the CFT (we will adopt the

notation with the commas whenever a potential notational ambiguity arises). Our CFTs

are completely and uniquely specified by providing the scaling dimensions �
a

and the

structure constants C
abc

, which together are known as CFT data and which are for obvious

reasons paramount target of any computation.

Our goal is to extract the leading informations for a part of the conformal data of all

the multi-critical CFT (including scaling dimensions and structure constants). Our results

4 A descendant operator in d > 2 is the derivative of a primary operator, which is annihilated by the

generator of the special conformal transformations. We shall not be concerned with the higher complexity

of the d = 2 case.
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El-Showk, Paulos, Poland, Rychkov, Simmons-Duffin and Vichi  (2012)
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The main constraints are given by the field content and the symmetries,  
but this leaves still too many possible theories for a generic dimension d.

It is therefore useful to start from some kind of Landau-Ginzburg description  
to single out some possible solutions.

• This is the starting point for an RG analysis.

• In a CFT this leads to include the Schwinger-Dyson Equations (SDE) which 
    force a recombination in multiplet of composite operators 
    (in particular changing the nature from primary to descendant).

Lagrangian description
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(2.1) at a functional and at an operatorial level. Neglecting contact terms, any insertion of

the equations of motion in a correlator constructed with a string of operators returns zero.

In practice, for any state of the CFT and for any list of operators O
i

the relation
⌧

�S

��
(x)O1(y)O2(z) . . .

�

= 0 (2.4)

holds. In general the SDE are constructed with renormalized quantities where explicit ✏-

dependences do appear through the renormalized coupling in S[�]. However, at the lowest

order one can use the relation

h2
x

�(x)O1(y)O2(z) . . .i = g

(m�1)!
h�m�1(x)O1(y)O2(z) . . .i (2.5)

at tree level. Thanks to the Schwinger-Dyson equation one can deduce that in the in-

teracting CFT the operator � and �k with k 6= m�1 are primaries, while the operator

�m�1 is a descendant.4 In other words, the interacting CFT enjoys one less independent

operator, that is �m�1, and a recombination of the conformal multiplets must take place.

In particular, the scaling dimensions of � and �m�1 must be constrained

�
m�1 = �1 + 2 =) �

m�1 = �1 + (m�2)
✏

2
. (2.6)

Furthermore, conformal symmetry greatly constrains the correlators appearing on both

sides of the SDE. It is possible to find a basis O
a

of scalar primary operators with scaling

dimensions �
a

whose two point correlators are diagonal

hO
a

(x)O
b

(y)i = c
a

�
ab

|x� y|2�a
, (2.7)

(no summation over a) where we denoted as c
a

the general non-negative normalization

factors which can in principle be set to one. However, for the moment, we will find it

more convenient to work with the natural normalization of the Gaussian theory, that is

induced by Wick counting. The tree-point correlator for scalar primary operators is even

more constrained by conformal symmetry and reads

hO
a

(x)O
b

(y)O
c

(z)i = C
abc

|x� y|�a+�b��c |y � z|�b+�c��a |z � x|�c+�a��b
. (2.8)

where C
abc

= C
a,b,c

are known as the structure constants of the CFT (we will adopt the

notation with the commas whenever a potential notational ambiguity arises). Our CFTs

are completely and uniquely specified by providing the scaling dimensions �
a

and the

structure constants C
abc

, which together are known as CFT data and which are for obvious

reasons paramount target of any computation.

Our goal is to extract the leading informations for a part of the conformal data of all

the multi-critical CFT (including scaling dimensions and structure constants). Our results

4 A descendant operator in d > 2 is the derivative of a primary operator, which is annihilated by the

generator of the special conformal transformations. We shall not be concerned with the higher complexity

of the d = 2 case.

– 5 –

Rychkov, Tan (2015)

Nii (2016)

Hasegawa and Nakayama (2017)

Codello, Safari, G.P.V., Zanusso (2017)

Basu, Krishnan (2015)

Ignore contact terms

S =

Z
ddx

X

i

giOi(�)
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(Functional) perturbative RG: systematic expansion but resummation needed

 Functional nonperturbative RG:  
  very powerful but no fully systematic way to organize corrections available. 

RG is generally affected by scheme dependence but it is very powerful

CFT: using the full machinery at analytic level is in general very complicated.

CFT is not scheme dependent!

Conformal bootstrap is hard to apply for more complicated models 
Perturbative approaches share the convergence problems with RG 

RG and CFT: pro et contra at criticality

Can we obtain in some approximation the same results in the two approaches?
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• It can be partially done in the perturbative ε-expansion approximation using 
    the universal beta function coefficients, e.g. in a massless        scheme

How to get in an RG framework informations on the critical theory?  
If conformal, the so called conformal data?

Universal data and RG

scaling operators of the theory at criticality, O
a

=
P

i

(S�1)i
a

�
i

, so that we can rewrite

the action as fixed point action (i.e. CFT action) plus deformations

S = S⇤ +
X

a

µ✓a�a

Z

ddxO
a

(x) +O(�2) . (2.8)

Deformations are relevant, marginal or irrelevant depending on the value of the related

critical exponent (respectively positive, zero or negative). In the diagonal basis also the

tensor N i

jk

have a direct physical meaning, since after the diagonalizing transformation it

becomes a quantitiy related to the (symmetrized) OPE coe�cients3

C̃a

bc

=
X

i,j,k

Sa

i

N i

jk

(S�1)j
b

(S�1)k
c

, (2.9)

It will become clear in the practical examples that will follow this subsection that at

d = d
c

the C̃a

bc

are the OPE coe�cients of the underlying Gaussian CFT and that all

O(✏) corrections agree with CFT results for all available comparisons, despite the general

inhomogeneous transformations of these coe�cients under general scheme changes as dis-

cussed in subsection 2.3. For these reasons we will call the quantities in (2.9) MS OPE

coe�cients because we will be computing them using MS methods.

The beta functions can now be written as

�a = �(d��
a

)�a +
X

b,c

C̃a

bc

�b�c +O(�3) . (2.10)

This formula is the familiar expression for beta functions in CFT perturbation theory (see

for example [2]) and provides a link between RG and CFT. Generalizations of this result

beyond the leading order are considerably less simple than what we presented here [7].

In CFT one uses the OPE4

hO
a

(x)O
b

(y) · · · i =
X

c

1

|x� y|�a+�b��c
Cc

ab

hO
c

(x) · · · i (2.11)

to renormalize a perturbative expansion of the form (2.8) in which the CFT is described

by the action S⇤ and deformations are parametrized by the couplings �a.5 In the RG

framework, conversely, the knowledge of the beta functions could permit (in principle) the

extraction of the conformal data directly from (2.10). The rest of this paper is essen-

tially devoted to a detailed exploration of this link, first within a simple example in the

next subsection and then, after a short discussion about scheme dependences of the OPE

coe�cients, within a functional generalization of standard perturbation theory ✏-expansion.

3Note that the overall normalization of the OPE coe�cients is not fixed: a rescaling of the couplings

�a ! ↵a�
a implies C̃a

bc ! ↵b↵c
↵a

C̃a
bc.

4These OPE coe�cients are related to those entering the beta functions by a factor Sd/2 (see [2]).
5The careful reader must have noticed that our determination of the Ca

bc is symmetrized in the lower

two indices, but it is more than enough to reconstruct the fully symmetric structure constants Cabc.
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Critical quantities are encoded in the expansion coefficients describing the flow 
around the scale invariant point:

is scale invariant

bi(g⇤) = 0 . (2.2)

In the neighborhood of a fixed point it is convenient to characterize the flow by Taylor
expanding the beta functions. If dgi parametrizes the deviation from the fixed point
(gi = gi⇤ + dgi), we have

bk(g⇤ + dg) = Â
i

Mk
i dgi + Â

i,j
Nk

ij dgi dgj + O(dg3) , (2.3)

where at the linear level we defined the stability matrix

Mi
j ⌘ ∂bi

∂gj

�

�

�

�

⇤
(2.4)

and at the quadratic level we defined the tensor

Ni
jk ⌘ 1

2
∂2bi

∂gj∂gk

�

�

�

�

⇤
, (2.5)

which is symmetric in the last two (lower) indices.
Each scale invariant point of the RG flow is in one to one correspondence with a uni-

versality class and, under mild conditions that we assume, a related CFT. The spectrum
of the theory at criticality is given by the eigendeformations of Mi

j with the correspond-
ing eigenvalues being (the negative of) the critical exponents qa. We will only be con-
cerned with cases in which either the matrix Mi

j is already diagonal, or its left and right
spectra coincide (meaning that the spectrum is unique and unambiguous). It is conve-
nient to introduce the rotated basis la = Âi S a

i dgi which diagonalizes Mi
j (through the

linear transformation S a
i ⌘ ∂la/∂dgi

�

�⇤)

Â
i,j

S a
i Mi

j (S�1)j
b = �qada

b . (2.6)

Critical exponents allow for a precise definition of the scaling dimensions of the oper-
ators through the relation qi = d � Di. Let us introduce the “canonical” dimensions
Di of the couplings, and parametrize the deviations of the critical exponents from the
canonical scaling through the anomalous dimensions g̃i as

qi = d � Di � g̃i . (2.7)

Here and in the following we adopt a tilde to distinguish RG quantities from CFT ones.
The notion of canonical dimension is in principle arbitrary, but in real-world applica-
tions it is generally borrowed from the scaling of the Gaussian critical theory.

This expression is, strictly speaking, valid only for primary operators; for descen-
dants there is a subtlety that we will discuss later. The matrix (S�1)i

a also returns the
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Here and in the following we adopt a tilde to distinguish RG quantities from CFT ones.
The notion of canonical dimension is in principle arbitrary, but in real-world applica-
tions it is generally borrowed from the scaling of the Gaussian critical theory.

This expression is, strictly speaking, valid only for primary operators; for descen-
dants there is a subtlety that we will discuss later. The matrix (S�1)i

a also returns the

5
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one can extract not only the scaling dimensions, but also, reversing an argument 
from Cardy for a CFT, some OPE coefficients (structure constants) at order O(ε)  

Universal data and RG

scaling operators of the theory at criticality, O
a

=
P

i

(S�1)i
a

�
i

, so that we can rewrite

the action as fixed point action (i.e. CFT action) plus deformations

S = S⇤ +
X

a

µ✓a�a

Z

ddxO
a

(x) +O(�2) . (2.8)

Deformations are relevant, marginal or irrelevant depending on the value of the related

critical exponent (respectively positive, zero or negative). In the diagonal basis also the

tensor N i

jk

have a direct physical meaning, since after the diagonalizing transformation it

becomes a quantitiy related to the (symmetrized) OPE coe�cients3

C̃a

bc

=
X

i,j,k

Sa

i

N i

jk

(S�1)j
b

(S�1)k
c

, (2.9)

It will become clear in the practical examples that will follow this subsection that at

d = d
c

the C̃a

bc

are the OPE coe�cients of the underlying Gaussian CFT and that all

O(✏) corrections agree with CFT results for all available comparisons, despite the general

inhomogeneous transformations of these coe�cients under general scheme changes as dis-

cussed in subsection 2.3. For these reasons we will call the quantities in (2.9) MS OPE

coe�cients because we will be computing them using MS methods.

The beta functions can now be written as

�a = �(d��
a

)�a +
X

b,c

C̃a

bc

�b�c +O(�3) . (2.10)

This formula is the familiar expression for beta functions in CFT perturbation theory (see

for example [2]) and provides a link between RG and CFT. Generalizations of this result

beyond the leading order are considerably less simple than what we presented here [7].

In CFT one uses the OPE4

hO
a

(x)O
b

(y) · · · i =
X

c

1

|x� y|�a+�b��c
Cc

ab

hO
c

(x) · · · i (2.11)

to renormalize a perturbative expansion of the form (2.8) in which the CFT is described

by the action S⇤ and deformations are parametrized by the couplings �a.5 In the RG

framework, conversely, the knowledge of the beta functions could permit (in principle) the

extraction of the conformal data directly from (2.10). The rest of this paper is essen-

tially devoted to a detailed exploration of this link, first within a simple example in the

next subsection and then, after a short discussion about scheme dependences of the OPE

coe�cients, within a functional generalization of standard perturbation theory ✏-expansion.

3Note that the overall normalization of the OPE coe�cients is not fixed: a rescaling of the couplings

�a ! ↵a�
a implies C̃a

bc ! ↵b↵c
↵a

C̃a
bc.

4These OPE coe�cients are related to those entering the beta functions by a factor Sd/2 (see [2]).
5The careful reader must have noticed that our determination of the Ca

bc is symmetrized in the lower

two indices, but it is more than enough to reconstruct the fully symmetric structure constants Cabc.
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basis of scaling operators of the theory at criticality, Oa = Âi(S�1)i
a Fi, so that we can

rewrite the action as fixed point action (i.e. CFT action) plus deformations

S = S⇤ + Â
a

µqa la
Z

ddx Oa(x) + O(l2) . (2.8)

Deformations are relevant, marginal or irrelevant depending on the value of the related
critical exponent (respectively positive, zero or negative). In the diagonal basis also the
tensor Ni

jk have a direct physical meaning, since after the diagonalizing transformation
it becomes a quantitiy related to the (symmetrized) OPE coefficients3

C̃a
bc = Â

i,j,k
S a

i Ni
jk (S�1)j

b (S�1)k
c , (2.9)

It will become clear in the practical examples that will follow this subsection that at
d = dc the C̃a

bc are the OPE coefficients of the underlying Gaussian CFT and that all O(e)
corrections agree with CFT results for all available comparisons, despite the general
inhomogeneous transformations of these coefficients under general scheme changes as
discussed in subsection 2.3. For these reasons we make the educated guess that the
quantities in (2.9) are the MS OPE coefficients since they have been computed using MS
methods.

The beta functions can now be written as

ba = �(d � Da)l
a + Â

b,c
C̃a

bc lblc + O(l3) . (2.10)

This formula is the familiar expression for beta functions in CFT perturbation theory
(see for example [2]) and provides a link between RG and CFT. Generalizations of this
result beyond the leading order are considerably less simple than what we presented
here [7].

In CFT one uses the OPE4

hOa(x)Ob(y) · · · i = Â
c

1
|x � y|Da+Db�Dc

Cc
ab hOc(x) · · · i (2.11)

to renormalize a perturbative expansion of the form (2.8) in which the CFT is described
by the action S⇤ and deformations are parametrized by the couplings la.5 In the RG
framework, conversely, the knowledge of the beta functions could permit (in principle)
the extraction of the conformal data directly from (2.10). The rest of this paper is es-
sentially devoted to a detailed exploration of this link, first within a simple example
in the next subsection and then, after a short discussion about scheme dependences of
the OPE coefficients, within a functional generalization of standard perturbation theory
e-expansion.

3 Note that the overall normalization of the OPE coefficients is not fixed: a rescaling of the couplings
la ! aala implies C̃a

bc ! abac
aa

C̃a
bc.

4 These OPE coefficients are related to those entering the beta functions by a factor Sd/2 (see [2]).
5 The careful reader must have noticed that our determination of the Ca

bc is symmetrized in the lower
two indices, but it is more than enough to reconstruct the fully symmetric structure constants Cabc.
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Scheme dependence
RG scheme changes correspond to a coupling reparameterization

From the eigenvalues we can extract the coupling (RG) anomalous dimensions g̃i
through the relations

qi = d � i
✓

d � 2
2

◆

� g̃i (2.14)

and h = 2g̃1. The scaling dimensions of the composite operators are instead

Di = i
✓

d � 2
2

◆

+ gi (2.15)

and define the (CFT) anomalous dimensions gi. The difference between the g̃i and gi
appears only when the related operators are descendant, in this case when i = 3 for
which g3 = g̃3 + h. We will postpone the discussion of this fact to the appendix B. The
explicit expressions for the first anomalous dimensions are well known

g̃1 =
e2

108
g̃2 =

e

3
+

19e2

162
g̃3 = e � e2

108
g̃4 = 2e � 17e2

27
.

From (2.13) it is equivalently easy to read off the OPE coefficients (which on the non-
diagonal entries are half the value of the coefficients in the beta functions)

C̃1
23 = 6 � 2e C̃1

14 =
2
3

e C̃2
33 = 18 � 15e (2.16)

We note that the OPE coefficient C̃1
14 is in perfect agreement with that found in [8]

using CFT methods, while we did not find any result in the literature for the other two
coefficients to compare to. It is also important to stress that we ensured the agreement
by choosing the same normalization of [8], that is by fixing the coefficients of the two
point functions.

2.3. Transformation properties

In general different regularization and renormalization procedures may result into
non trivial relations among the renormalized couplings. These relations go under the
name of scheme transformations, and are exemplified through maps among the cou-
plings of the two schemes that can be highly non-linear [33]. Whenever the scheme
transformations are computed between two mass independent schemes (such as, for
example, MS and lattice’s7) these relations might have a simpler form, but we will find
that it is very useful to consider them in their most general form. Let

ḡi = ḡi(g) (2.17)

be the general invertible, possibly non-linear, transformation between the set of cou-
plings gi and ḡi. Under such a change of “coordinates” the beta functions transform as
vectors8

b̄i(ḡ) =
∂ḡi

∂gj bj(g) . (2.18)

7 But in practice all lattice implementations can be considered massive schemes.
8 Summation convention is understood in this subsection.
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Linear term coefficients transform homogeneously

Now we turn our attention to the fixed point quantities, therefore in the following it
is understood that the transformations will be evaluated at a fixed point. The stability
matrix transforms as

M̄i
j =

∂ḡi

∂gl Ml
k

∂gk

∂ḡj . (2.19)

Since the derivatives are evaluated at the fixed point, the stability matrices of the two
set of couplings are related by a similarity transformation. Therefore it is trivial to prove
that the spectrum is invariant, meaning that it does not depend on the parametrization

q̄a = qa , (2.20)

as one would naively expect for a physical quantity.
Things become less trivial when considering the matrix encoding the second order

of the Taylor expansion at the fixed point. A direct computation shows

N̄i
jk =

∂ḡi

∂gc

n

Nc
ab +

1
2

Mc
d

∂2gd

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gb � 1
2

Md
a

∂2gc

∂ḡl∂ḡm
∂ḡl

∂gb
∂ḡm

∂gd

� 1
2

Md
b

∂2gc

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gd

o∂ga

∂ḡk
∂gb

∂ḡj .
(2.21)

To simplify this expression it is convenient to assume that the couplings gk have already
been chosen to diagonalize the stability matrix with a linear transformation, so that on
the right hand side there will be the structure constants

N̄i
jk =

∂ḡi

∂gc

(

C̃c
ab +

1
2
(qc � qa � qb)

∂2gc

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gb

)

∂ga

∂ḡk
∂gb

∂ḡj . (2.22)

Now it is necessary to move to the basis of couplings ḡi in which M̄i
j is diagonal, so that

the structure constants appear on both sides. We finally find

¯̃Cc
ab = C̃c

ab +
1
2
(qc � qa � qb)

∂2gc

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gb , (2.23)

which implies that the set of matrices C̃c
ab has a transformation law that is not homoge-

neous and therefore is reminiscent of the one of a connection in the space of couplings
[34, 35].

In the context of conformal perturbation theory one can find a similar result in [7],
in which the analysis includes cubic terms but is limited to a diagonal stability matrix
because conformal perturbation theory adopts by construction the basis of scaling op-
erators.

At this point few comments on the transformations of C̃c
ab are in order:

• It is evident from (2.23) that C̃c
ab can be independent of parametrization for a very

special sum condition among the scaling dimensions of the couplings or when
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∂ḡl∂ḡm
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∂ḡj .
(2.21)

To simplify this expression it is convenient to assume that the couplings gk have already
been chosen to diagonalize the stability matrix with a linear transformation, so that on
the right hand side there will be the structure constants

N̄i
jk =

∂ḡi
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∂ḡl∂ḡm
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∂ḡl∂ḡm
∂ḡl
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N̄i
jk =

∂ḡi

∂gc

n

Nc
ab +

1
2

Mc
d

∂2gd

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gb � 1
2

Md
a

∂2gc

∂ḡl∂ḡm
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∂gb
∂ḡm

∂gd

� 1
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Md
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∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gd

o∂ga

∂ḡk
∂gb

∂ḡj .
(2.21)

To simplify this expression it is convenient to assume that the couplings gk have already
been chosen to diagonalize the stability matrix with a linear transformation, so that on
the right hand side there will be the structure constants

N̄i
jk =

∂ḡi

∂gc

(

C̃c
ab +

1
2
(qc � qa � qb)

∂2gc

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gb

)

∂ga

∂ḡk
∂gb

∂ḡj . (2.22)

Now it is necessary to move to the basis of couplings ḡi in which M̄i
j is diagonal, so that

the structure constants appear on both sides. We finally find

¯̃Cc
ab = C̃c

ab +
1
2
(qc � qa � qb)

∂2gc

∂ḡl∂ḡm
∂ḡl

∂ga
∂ḡm

∂gb , (2.23)

which implies that the set of matrices C̃c
ab has a transformation law that is not homoge-

neous and therefore is reminiscent of the one of a connection in the space of couplings
[34, 35].

In the context of conformal perturbation theory one can find a similar result in [7],
in which the analysis includes cubic terms but is limited to a diagonal stability matrix
because conformal perturbation theory adopts by construction the basis of scaling op-
erators.

At this point few comments on the transformations of C̃c
ab are in order:

• It is evident from (2.23) that C̃c
ab can be independent of parametrization for a very

special sum condition among the scaling dimensions of the couplings or when

9
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Scheme dependence

Invariance condition

Condition for scheme independence

In general not fulfilled. But it can be at the critical dimension.

Now we turn our attention to the fixed point quantities, therefore in the following it
is understood that the transformations will be evaluated at a fixed point. The stability
matrix transforms as

M̄i
j =

∂ḡi

∂gl Ml
k

∂gk

∂ḡj . (2.19)

Since the derivatives are evaluated at the fixed point, the stability matrices of the two
set of couplings are related by a similarity transformation. Therefore it is trivial to prove
that the spectrum is invariant, meaning that it does not depend on the parametrization

q̄a = qa , (2.20)

as one would naively expect for a physical quantity.
Things become less trivial when considering the matrix encoding the second order
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∂ḡj .
(2.21)

To simplify this expression it is convenient to assume that the couplings gk have already
been chosen to diagonalize the stability matrix with a linear transformation, so that on
the right hand side there will be the structure constants

N̄i
jk =

∂ḡi
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∂ḡl
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∂ḡl

∂gb
∂ḡm
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∂ḡm

∂gb , (2.23)
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neous and therefore is reminiscent of the one of a connection in the space of couplings
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in which the analysis includes cubic terms but is limited to a diagonal stability matrix
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✓c � ✓a � ✓b = 0

scaling operators of the theory at criticality, O
a

=
P

i

(S�1)i
a

�
i

, so that we can rewrite

the action as fixed point action (i.e. CFT action) plus deformations

S = S⇤ +
X

a

µ✓a�a

Z

ddxO
a

(x) +O(�2) . (2.8)

Deformations are relevant, marginal or irrelevant depending on the value of the related

critical exponent (respectively positive, zero or negative). In the diagonal basis also the

tensor N i

jk

have a direct physical meaning, since after the diagonalizing transformation it

becomes a quantitiy related to the (symmetrized) OPE coe�cients3

C̃a

bc

=
X

i,j,k

Sa

i

N i

jk

(S�1)j
b

(S�1)k
c

, (2.9)

It will become clear in the practical examples that will follow this subsection that at

d = d
c

the C̃a

bc

are the OPE coe�cients of the underlying Gaussian CFT and that all

O(✏) corrections agree with CFT results for all available comparisons, despite the general

inhomogeneous transformations of these coe�cients under general scheme changes as dis-

cussed in subsection 2.3. For these reasons we will call the quantities in (2.9) MS OPE

coe�cients because we will be computing them using MS methods.

The beta functions can now be written as

�a = �(d��
a

)�a +
X

b,c

C̃a

bc

�b�c +O(�3) . (2.10)

This formula is the familiar expression for beta functions in CFT perturbation theory (see

for example [2]) and provides a link between RG and CFT. Generalizations of this result

beyond the leading order are considerably less simple than what we presented here [7].

In CFT one uses the OPE4

hO
a

(x)O
b

(y) · · · i =
X

c

1

|x� y|�a+�b��c
Cc

ab

hO
c

(x) · · · i (2.11)

to renormalize a perturbative expansion of the form (2.8) in which the CFT is described

by the action S⇤ and deformations are parametrized by the couplings �a.5 In the RG

framework, conversely, the knowledge of the beta functions could permit (in principle) the

extraction of the conformal data directly from (2.10). The rest of this paper is essen-

tially devoted to a detailed exploration of this link, first within a simple example in the

next subsection and then, after a short discussion about scheme dependences of the OPE

coe�cients, within a functional generalization of standard perturbation theory ✏-expansion.

3Note that the overall normalization of the OPE coe�cients is not fixed: a rescaling of the couplings

�a ! ↵a�
a implies C̃a

bc ! ↵b↵c
↵a

C̃a
bc.

4These OPE coe�cients are related to those entering the beta functions by a factor Sd/2 (see [2]).
5The careful reader must have noticed that our determination of the Ca

bc is symmetrized in the lower

two indices, but it is more than enough to reconstruct the fully symmetric structure constants Cabc.
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Employing the ε-expansion and       scheme 
dimensionless OPE coefficients are less sensitive to scheme changes  
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Ising  Universality Class

Two fixed points:

ε-expansion below d=4 for the LG critical model L =
1

2
(@�)2 + g�4
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Leading counterterms in perturbation theory at order      , dim reg  g2
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framework, conversely, the knowledge of the beta functions could permit (in principle) the
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Anomalous dimension from scale invariance and SDE 

Interacting 2-point function at criticality:

� = � + �1

h�
x

�

y

i = c

|x�y|2�

EOM:

h2
x

�

x

2
y

�

y

i = 16g2h�3
x

�

3
y

i ' 16g23!
c

3

|x�y|6

2
x

2
y

h�
x

�

y

i = c

2�(2�+ 2)(2�+ 2� d)(2�+ 4� d)

|x�y|2�+4
' 32c�1

|x�y|6

c =
1

4⇡2

� =
d

2
�1

)
Rescaling the coupling as before: g ! (4⇡)2g

) In agreement with the 2-loop result!

At leading order

�1 = 3g2c2 +O(g3)

�1 = 48g2 +O(g3)

2� = 4g�3

Ising  Universality Class

d = 4�✏

Take home message
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Assuming conformal invariance and the SDE in ε-expansion

• First partial studies for Ising (also O(N)),  
                                         Tricritical and  
                                         Lee-Yang UC

Leading CFT constraints on multicritical theories 

• Systematic full study for all single scalar field multicritical models

Rychkov, Tan (2015)

Nii (2016)

Hasegawa and Nakayama (2017)

Basu, Krishnan (2015)

A. Codello, M. Safari, G.P.V., O. Zanusso     JHEP 1704 (2017) 127

Landau-Ginzburg lagrangian
necessitate further clarifications for their application to CFT, therefore there will be some

slight overlapping with the previous Section. Let us begin by introducing the action of the

scalar �m-theory

S[�] =

Z

ddx
n1

2
(@�)2 + µ(

m
2 �1)✏ g

m!
�m

o

, (2.1)

in d dimensions, for d su�ciently close to the upper critical dimension as in Eqs. (1.2)

and (1.3). The careful reader should have noticed several important details in comparing

(2.1) with (1.1). In (2.1) we introduced a reference (mass) scale µ which makes the almost

marginal coupling g dimensionless for any d. The presence of the mass scale µ underlies

the fact that the action (2.1) is not conformal invariant for all values of g, which in fact

must be tuned to its critical value as will be done later in the paper. Nevertheless, we

could exclude all the strictly dimensionful couplings g
k

that appeared in (1.1) from (2.1).

The reason is that, since we are interested in the underlying conformal theory, which by

definition does not depend on external scales, all couplings with positive mass dimension

must vanish at criticality. This multi-critical tuning corresponds to the point in which, for

example, all the n di↵erent phases of a �2n theory coexist.

Before diving more deeply into some technical details, it is worth noting that, with the

exception of the cases m = 3, 4 and 6, the upper critical dimension d
m

is a rational number.

More generally, after the displacement by ✏ all the theories will live in the arbitrarily

real dimension d = d
m

� ✏. Theories living in continuous dimensions have already been

investigated as CFT with conformal bootstrap methods [19]: They are now believed to

violate unitarity through the appearance of complex conjugate pairs of scaling dimensions,

which are probably related to “evanescent” operators that couple to the spectrum only at

non-integer dimensionalities and are associated to states with negative norm [20]. While

this is a very interesting line of research which deserves further investigation, we shall not

deal with these aspects and assume that conformal symmetry, unitary or not unitary, is

realized for any value of the dimension d.3

The key idea of [1] is that all the CFT data of (2.1) must interpolate with that of

the Gaussian theory in the limit ✏ ! 0. We set some notation by defining the scaling

dimensions for the field � and the composite operators �m of an interacting scalar theory

in d dimensions. Let the canonical dimension of � be

� =
d

2
� 1 = �

m

� ✏

2
, with �

m

=
2

m� 2
, (2.2)

and the scaling dimensions of � and �k be respectively

�1 ⌘ �
�

= � + �1 and �
k

⌘ �
�

k = k � + �
k

. (2.3)

The �-terms represent the corrections from the canonical scaling dimensions � and k �,

and therefore must be proportional to some power of g or ✏ to ensure consistency of the

Gaussian limit.
3 Scale invariance seems to imply conformal invariance for several physically interesting critical models,

especially in even dimensional cases. There is also a pragmatic evidence, due to the results from conformal

bootstrap program, that this is true for the d = 3 Ising universality class. This evidence has been recently

supported at theoretical level [21].

– 4 –

relations among them [3]. The two key ideas behind this approach are to achieve consistency

between conformal symmetry and the equations of motion through the use of the operatorial

Schwinger-Dyson equations (SDE), and to ensure regularity with the Gaussian theory when

the dimension approaches its upper critical value in a limiting procedure. Such a method

has been able to reproduce the leading results for the ✏-expansion of the Ising, Lee-Yang,

and Tricritical Ising universality classes. These results are very amusing in that none

of the standard methods of quantum field theory (QFT) are used, including perturbation

theory and the renormalization group, but just the knowledge of free (Gaussian) theory

results for the correlators given by the Wick contractions. These achievements thus point

at the idea that CFT might work as a fully consistent replacement of the standard methods

when critical properties are under investigation.

We will be interested in generalizing this idea to theories governed by the general �m

potential. In a Ginzburg-Landau description their action is

S[�] =

Z

ddx
n1

2
@
µ

�@µ�+
g

m!
�m +

m�1
X

k=0

g
k

k!
�k

o

, (1.1)

for m a natural number bigger than two. These models can be divided into two classes:

On the one hand if m = 2n, i.e. even, they are the so-called multi-critical models which are

protected by a Z2 parity (� ! ��) and include both the Ising (m = 4) and Tricritical

(m = 6) universality classes as the first special cases.1 In the Landau-Ginzburg approach

the �2n e↵ective potential describes a statistical system with a phase-transition that can be

reached by opportunely tuning the coupling g to a positive value, and in which n distinct

minima of the potential become degenerate [4]. On the other hand if m = 2n+ 1, that is

odd, (1.1) represents a sequence of multi-critical non-unitary theories which are protected

by a generalization of parity and include the Lee-Yang universality class (m = 3) as first

example. The non-unitary nature manifests itself in that the critical value of the coupling

g must be a purely imaginary number for the odd potentials. We will see in more detail at

the beginning of the next Section why, within a CFT approach, all the subleading couplings

g
k

of (1.1) do not play a significant role in tuning the action to criticality, therefore for the

moment we shall simply ignore them.

The upper critical dimension of (1.1) is defined as the dimension d at which the coupling

g is canonically dimensionless

d
m

=
2m

m� 2
. (1.2)

A simple application of the Ginzburg criterion confirms that above the upper critical di-

mension the statistical fluctuations are weak and the physics of (1.1) is Gaussian and

controlled by mean-field critical exponents, while below the upper critical dimension the

fluctuations are strong enough to change the scaling properties and to provide the field

1 We follow the convention that universality classes such as Ising’s are denoted with typeset font,

therefore the spin ±1 Ising model at criticality is only one specific realization of the Ising universality class

and the two should not generally be confused. The paper will deal with universality classes to a greater

extent.

– 2 –

Upper critical dimension

(unitary: e.g. Ising, Tricritical,…) 

(non unitary: e.g. Lee-Yang, Blume-Capel,…)

d = dm�✏

m = 2n

m = 2n+1

even

odd

dc = 4, 3, · · ·

dc = 6,
10

3
, · · ·
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Leading CFT constraints on multicritical theories 

EOM: 2� =
g

(m� 1)!
�m�1

Primary operators (                 ) 

[�i]

i 6= m�1

Composite operators 

Scaling dimensions �i = i� + �i � =
d

2
�1 = �m� ✏

2
�m =

2

m�2

Free theory

where

c =
1

4p

G(dm)

pdm
=

1
(dm�2)Sdm

. (A.2)

Here Sdm is the area of the dm-dimensional sphere. A generic two point correlator for the
operators fk is given by

hfk(x)fl(y)i free
= dkl k!

ck

|x � y|2kdm
, (A.3)

where the k! counts the numbers of possible contractions. As commonly done for a CFT
one can rescale the fields to obtain two point functions normalized to one.

We finally consider a generic three point correlator of the form

hfn1(x1)f
n2(x2)f

n3(x3)i . (A.4)

The first constraint for a non zero correlator is that (n1 + n2 + n3) mod 2 = 0, i.e. the sum
of the powers must be even. The explicit form of the tree level correlator can be written
easily. One can visualise it as a three point diagram (see Fig. 1) with vertices of order n1,
n2 and n3 connected by l12, l23 and l31 propagators, in cyclic order respectively. One has
three constraints relating the nk and the lij for i 6= j 6= k:

ni = lij + lki () lij =
1
2
�

ni + nj � nk
�

, i 6= j 6= k . (A.5)

The correlator is non zero when there exists a solution such that lij are non negative inte-
gers (lij � 0). Then the number of all possible configurations (contractions) is given by the
possible splittings (combinations) of ni in pairs lij and lki, for each vertex, multiplied by
the possible permutations within each group lij of contractions. This leads to the counting

Nn1,n2,n3 =
n1! n2! n3!
l12! l23! l31!

(A.6)

so that, with the above normalization, the explicit form of the correlator is given by

hfn1(x1)f
n2(x2)f

n3(x3)i free
=

Cfree
n1,n2,n3

|x1�x2|dm(n1+n2�n3)|x2�x3|dm(n2+n3�n1)|x3�x1|dm(n3+n1�n2)
,

(A.7)

where

Cfree
n1,n2,n3

=
n1! n2! n3!

⇣

n1+n2�n3
2

⌘

!
⇣

n2+n3�n1
2

⌘

!
⇣

n3+n1�n2
2

⌘

!
c

n1+n2+n3
2 . (A.8)
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27Together with the constraints on 2 and 3-points CFT correlators one can  
compute the leading non trivial values for the scaling dimensions        and 
families of structure constants 

�a

Cabc

The Schwinger-Dyson equations (SDE) generalize the notion of equations of motion of
(II.1) at a functional and at an operatorial level. Neglecting contact terms, any insertion
of the equations of motion in a correlator constructed with a string of operators returns
zero. In practice, for any state of the CFT and for any list of operators Oi the relation

⌧

dS
df

(x)O1(y)O2(z) . . .
�

= 0 (II.4)

holds. In general the SDE are constructed with renormalized quantities where explicit
e-dependences do appear through the renormalized coupling in S[f]. However, at the
lowest order one can use the relation

h2xf(x)O1(y)O2(z) . . .i = g
(m�1)!

hfm�1(x)O1(y)O2(z) . . .i (II.5)

at tree level. Thanks to the Schwinger-Dyson equation one can deduce that in the inter-
acting CFT the operator f and fk with k 6= m�1 are primaries, while the operator fm�1

is a descendant.4 In other words, the interacting CFT enjoys one less independent oper-
ator, that is fm�1, and a recombination of the conformal multiplets must take place. In
particular, the scaling dimensions of f and fm�1 must be constrained

Dm�1 = D1 + 2 =) gm�1 = g1 + (m�2)
e

2
. (II.6)

Furthermore, conformal symmetry greatly constrains the correlators appearing on
both sides of the SDE. It is possible to find a basis Oa of scalar primary operators with
scaling dimensions Da whose two point correlators are diagonal

hOa(x)Ob(y)i = ca dab

|x � y|2Da
, (II.7)

(no summation over a) where we denoted as ca the general non-negative normalization
factors which can in principle be set to one. However, for the moment, we will find it
more convenient to work with the natural normalization of the Gaussian theory, that is
induced by Wick counting. The tree-point correlator for scalar primary operators is even
more constrained by conformal symmetry and reads

hOa(x)Ob(y)Oc(z)i = Cabc

|x � y|Da+Db�Dc |y � z|Db+Dc�Da |z � x|Dc+Da�Db
. (II.8)

where Cabc = Ca,b,c are known as the structure constants of the CFT (we will adopt the
notation with the commas whenever a potential notational ambiguity arises). Our CFTs
are completely and uniquely specified by providing the scaling dimensions Da and the
structure constants Cabc, which together are known as CFT data and which are for obvious
reasons paramount target of any computation.

4 A descendant operator in d > 2 is the derivative of a primary operator, which is annihilated by the
generator of the special conformal transformations. We shall not be concerned with the higher complexity
of the d = 2 case.

5

Note that for ✏ 6= 0

, ni+nj�nk � 0
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and compares the result to the one obtained applying the SDE. From the first computation
one gets

2x2y hf(x)f(y)i = 2x2y
c

|x � y|2D1
= c

2D1(2D1+2)(2D1�2d)(2D1+2�2d)

|x � y|2D1+4

LO
=

16n
(n�1)2 g1

c

|x � y|4+ 2
n�1

, (III.5)

where to determine the LO contributions we used 2D1(2D1+2)(2D1�2d)(2D1+2�2d) =
16(d + g1)(d + 1 + g1)g1(1 + g1) ! 16d2n(d2n + 1)g1 in the numerator and 2D1 + 4 !
2d2n + 4 in the exponent in the denominator. Applying the SDE and using the free result
for the two point function of Eq. (A.3) of Appendix A gives instead

h2xf(x)2yf(y)i =
 

gµ(n�1)e

(2n�1)!

!2

hf2n�1(x)f2n�1(y)i LO
=

g2

(2n�1)!
c2n�1

|x � y|4+ 2
n�1

. (III.6)

By comparing Eq. (III.5) and Eq. (III.6) one immediately finds the leading contribution to
the anomalous dimension

g1 = c2(n�1) (n�1)2

8(2n)!
g2 + O(g3) . (III.7)

Using the fact that

c =
G(d2n)

4p1+d2n
(III.8)

we find the explicit formula

g1 =
2(n�1)2

(2n)!
G
⇣

1
n�1

⌘2(n�1) g2

(4p)2n + O(g3) , (III.9)

which agrees with the perturbative result [10].

III.1.2. Climbing up: g2

To determine g2 we need to consider the three point functions. The simplest correlator
where it appears is

hf(x)f(y)f2(z)i = C112
|x � y|2D1�D2 |y � z|D2 |z � x|D2

. (III.10)

In this correlator the SDE can be used twice at the points x and y. The action of one
Laplacian can be easily obtained from Eq. (B.3) given in Appendix B by setting a1 =
2D1�D2 = 2g1�g2 and a2 = a3 = D2 = 2d+g2

2x
1

|x � y|2D1�D2 |y � z|D2 |z � x|D2
=
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|x � y|2+2g1�g2 |y � z|2d+g2 |x � z|2d+g2

+
2(2d+g2)g1

|x � y|2g1�g2 |y � z|2d+g2 |x � z|2d+g2+2 � (2g1�g2)(2d+g2)

|x � y|2+2g1�g2 |y � z|2d+g2�2|x � z|2d+g2+2 .
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From this expression we easily determine the leading order contributions

2x hf(x)f(y)f2(z)i LO
=

8c2

n�1 g1

|y � z| 2
n�1 |z � x| 2n

n�1
�

4c2

n�1(2g1�g2)

|x � y|2|y � z|2 2�n
n�1 |z � x| 2n

n�1
, (III.11)

where we also made the leading order substitution C112 ! Cfree
112 = 2c2. This expression

should match the one obtained by applying the SDE

h2xf(x)f(y)f2(z)i = gµ(n�1)e

(2n�1)!
hf2n�1(x)f(y)f2(z)i LO

= g
dn,2 c3

|x � y|2|z � x|4 , (III.12)

where we used Cfree
312 = 6c3. Therefore, comparison with Eq. (III.11) shows that g2 ⇠ O(g2)

for n > 2 while it is of order O(g) only for n = 2, for which case it is determined by the
following expression

g2 =
g

(4p)2 + O(g2) , n = 2 . (III.13)

In order to find the leading value of g2 in the general case n > 2 we act with the second
Laplacian in y. Using Eq. (B.4) from the Appendix B and keeping the leading contribu-
tions one finds (we skip the intermediate steps)

2x2y hf(x)f(y)f2(z)i LO
=

16(n�2)c2

(n�1)2
g2�2g1

|x � y|4|y � z| 2
n�1 |z � x| 2

n�1
, (III.14)

which we should compare with the leading order result obtained applying the SDE,
 

gµ(n�1)e

(2n�1)!

!2

hf2n�1(x)f2n�1(y)f2(z)i LO
=

g2

(2n�1)!2
Cfree

2n�1,2n�1,2

|x � y|4|y � z| 2
n�1 |z � x| 2

n�1
, (III.15)

so that by comparison we obtain

g2 � 2g1 =
(n�1)2

16(n�2)(2n�1)!2
Cfree

2n�1,2n�1,2
c2 g2 + O(g3) . (III.16)

Using the explicit expression for g1 given in Eq. (III.9) we find

g2 = 8
(n+1)(n�1)3

(n�2)(2n)!
G
⇣

1
n�1

⌘2(n�1) g2

(4p)2n + O(g3) , n > 2 . (III.17)

This quantity has not been reported in the perturbative results given in [10].

III.1.3. The general case: gk

To determine gk at first we could think to consider hf f fki, but this correlator is zero in
the free theory whenever k > 2. To investigate all k � 2 we instead consider the following
three point function

hf(x)fk(y)fk+1(z)i = C1,k,k+1

|x � y|D1+Dk�Dk+1 |y � z|Dk+Dk+1�D1 |z � x|D1+Dk+1�Dk
. (III.18)
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Laplacian in y. Using Eq. (B.4) from the Appendix B and keeping the leading contribu-
tions one finds (we skip the intermediate steps)

2x2y hf(x)f(y)f2(z)i LO
=

16(n�2)c2

(n�1)2
g2�2g1

|x � y|4|y � z| 2
n�1 |z � x| 2

n�1
, (III.14)

which we should compare with the leading order result obtained applying the SDE,
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hf2n�1(x)f2n�1(y)f2(z)i LO
=
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(2n�1)!2
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|x � y|4|y � z| 2
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n�1
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so that by comparison we obtain

g2 � 2g1 =
(n�1)2

16(n�2)(2n�1)!2
Cfree

2n�1,2n�1,2
c2 g2 + O(g3) . (III.16)

Using the explicit expression for g1 given in Eq. (III.9) we find

g2 = 8
(n+1)(n�1)3

(n�2)(2n)!
G
⇣

1
n�1

⌘2(n�1) g2

(4p)2n + O(g3) , n > 2 . (III.17)

This quantity has not been reported in the perturbative results given in [10].

III.1.3. The general case: gk

To determine gk at first we could think to consider hf f fki, but this correlator is zero in
the free theory whenever k > 2. To investigate all k � 2 we instead consider the following
three point function

hf(x)fk(y)fk+1(z)i = C1,k,k+1

|x � y|D1+Dk�Dk+1 |y � z|Dk+Dk+1�D1 |z � x|D1+Dk+1�Dk
. (III.18)
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The general expression on the right hand side is valid for primary operators, that is for
k 6= 2n � 2, 2n � 1. Indeed for k = 2n � 2, 2n � 1 other terms are present. Nevertheless,
if one restrict the analysis to the lowest order, these extra terms which are subleading can
be neglected and (III.18) can be used also for these two cases, as will be discussed in the
Subsection III.3.

The leading value for the normalization is obtained from the free theory approximation
from the general expression (A.8) and reads

Cfree
1,k,k+1 = (k+1)! ck+1 . (III.19)

The main recursion relation can then be derived for k � n�1 applying a Laplacian in x
and exploiting the relation given by the SDE. Using the relation (B.3) in Appendix B one
can compute the action of a Laplacian in x on the correlator (III.18) for which, following
the same reasoning of the previous Subsections, we find the following LO expression

2x hf(x)fk(y)fk+1(z)i LO
=

4g1
n�1

C1,k,k+1

|y � z| 2k
n�1 |z � x| 2n

n�1

+
2

n�1
(gk+1�gk�g1)

C1,k,k+1

|x � y|2|y � z| 2k
n�1�2|z � x| 2n

n�1
. (III.20)

On the other hand using the SDE one gets

h2xf(x)fk(y)fk+1(z)i = gµ(n�1)e

(2n�1)!
hf2n�1(x)fk(y)fk+1(z)i

LO
=

g
(2n�1)!

Cfree
2n�1,k,k+1

|x � y|2|y � z| 2k
n�1�2|z � x| 2n

n�1
, (III.21)

where

Cfree
2n�1,k,k+1 =

k!(k+1)!(2n�1)!
(k�n+1)!(n �1)! n!

ck+n , k � n�1 . (III.22)

Vice versa when k  n�2 the free correlator is zero and the the full correlator in Eq. (III.21)
is at least of order O(g2). The expression obtained from the SDE in Eq. (III.21) has a lead-
ing term O(g), and recalling from Eq. (III.9) that g1 = O(g2), one is forced to conclude that
the first term in Eq. (III.20) is negligible and that gk+1 � gk = O(g). Then by comparing
Eqs. (III.20) and (III.21) one finds the recurrence relation

gk+1 � gk =
2

(n�2)! n!
k!

(k�n+1)!
G
⇣

1
n�1

⌘(n�1) g
(4p)n + O(g2) , k � n�1 . (III.23)

The recurrence relation for the anomalous dimensions associated to a difference of order
O(g) ceases to exists for k  n�2 and is substituted by some relation involving O(g2)
corrections. Therefore we expect gk = O(g2) for k  n�1. With this condition one can
solve the recurrence relation to obtain

gk =
2(n�1)

n!2
k!

(k�n)!
G
⇣

1
n�1

⌘n�1 g
(4p)n + O(g2) , k � n , (III.24)
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The last relation is valid, in particular, for                  , so that  k = 2n�1

the argument used in [15], at leading order this relation will continue to hold. Let us
consider k = 2n�1. In this case one notices that

hf(x)f(y)2n�1f2n(z)i = (2n�1)!
gµ(n�1)e 2y hf(x)f(y)f2n(z)i

=
(2n�1)!
gµ(n�1)e 2y

C1,1,2n

|x � y|2D1�D2n |y � z|D2n |x � z|D2n

=
(2n�1)!
gµ(n�1)e C1,1,2n

⇢

� D2n(2D1�D2n)

|x � y|2D1�D2n+2|y � z|D2n+2|x � z|D2n�2

+
(2D1+2�d)D2n

|x � y|2D1�D2n |y � z|D2n+2|x � z|D2n
+

(2D1+2�d)(2D1�D2n)

|x � y|2D1�D2n+2|y � z|D2n |x � z|D2n

�

LO
=

(2n�1)!
g

C1,1,2n 4
n

n � 1
1

|x � y|D2n�1+D1�D2n |y � z|D2n�1+D2n�D1 |x � z|D1+D2n�D2n�1
,

(III.37)

since 2D1+2�d = 2g1 = O(g2), and D2n�1�D1 = 2. Finally, we insert the leading value
of C1,1,2n = O(g) obtained from Eq. (III.29) with l = 1 and k = n

C1,1,2n
LO
=

g
(2n�1)!

Cfree
1,2n�1,2n

n(n � 1)(d2n�2)2 . (III.38)

Recalling that d2n�2 = 2/(n � 1) we obtain the desired relation, which nevertheless
involves a non primary operator,

hf(x)f(y)2n�1f2n(z)i LO
=

Cfree
1,2n�1,2n

|x � y|D2n�1+D1�D2n |y � z|D2n�1+D2n�D1 |x � z|D1+D2n�D2n�1
.

(III.39)
The same argument can be applied to the other case k = 2n � 2, i.e. hf f2n�2f2n�1i. We
can therefore invoke the relation in Eq. (II.6), g2n�1 = g1 + (n�1)e, implied by the con-
straint on the the scaling dimension of the descendant operator f2n�1 from the equation
of motion, and write

(n�1)e + O(g2) = g2n�1 =
2(n�1)

n!2
(2n � 1)!
(n�1)!

G
✓

1
n � 1

◆n�1 g
(4p)n + O(g2) , (III.40)

which gives the linear relation

g = 4 c1�n n!3

(2n)!
e + O(e2) =

n!3

(2n)!
(4p)nG

✓

1
n�1

◆1�n
e + O(e2) . (III.41)

It might be interesting to note that using the fixed point value one has access to some
features of the theory out of criticality, such as the beta functions. In fact this result is
giving the beta function of the dimensionless g for all the multi-critical minimal models
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From this expression we easily determine the leading order contributions

2x hf(x)f(y)f2(z)i LO
=

8c2

n�1 g1

|y � z| 2
n�1 |z � x| 2n

n�1
�

4c2

n�1(2g1�g2)

|x � y|2|y � z|2 2�n
n�1 |z � x| 2n

n�1
, (III.11)

where we also made the leading order substitution C112 ! Cfree
112 = 2c2. This expression

should match the one obtained by applying the SDE

h2xf(x)f(y)f2(z)i = gµ(n�1)e

(2n�1)!
hf2n�1(x)f(y)f2(z)i LO

= g
dn,2 c3

|x � y|2|z � x|4 , (III.12)

where we used Cfree
312 = 6c3. Therefore, comparison with Eq. (III.11) shows that g2 ⇠ O(g2)

for n > 2 while it is of order O(g) only for n = 2, for which case it is determined by the
following expression

g2 =
g

(4p)2 + O(g2) , n = 2 . (III.13)

In order to find the leading value of g2 in the general case n > 2 we act with the second
Laplacian in y. Using Eq. (B.4) from the Appendix B and keeping the leading contribu-
tions one finds (we skip the intermediate steps)

2x2y hf(x)f(y)f2(z)i LO
=

16(n�2)c2

(n�1)2
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n�1 |z � x| 2

n�1
, (III.14)

which we should compare with the leading order result obtained applying the SDE,
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so that by comparison we obtain

g2 � 2g1 =
(n�1)2

16(n�2)(2n�1)!2
Cfree

2n�1,2n�1,2
c2 g2 + O(g3) . (III.16)

Using the explicit expression for g1 given in Eq. (III.9) we find

g2 = 8
(n+1)(n�1)3

(n�2)(2n)!
G
⇣

1
n�1

⌘2(n�1) g2

(4p)2n + O(g3) , n > 2 . (III.17)

This quantity has not been reported in the perturbative results given in [10].

III.1.3. The general case: gk

To determine gk at first we could think to consider hf f fki, but this correlator is zero in
the free theory whenever k > 2. To investigate all k � 2 we instead consider the following
three point function

hf(x)fk(y)fk+1(z)i = C1,k,k+1

|x � y|D1+Dk�Dk+1 |y � z|Dk+Dk+1�D1 |z � x|D1+Dk+1�Dk
. (III.18)
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Leading CFT constraints on multicritical theories 
Structure constants

we can find the leading order (O(g)) structure constants C1,2k,2l�1. One can use the SDE
to write

h⇤xf(x) f2k(y) f2l�1(z)i = g
(2n�1)!

hf2n�1(x) f2k(y) f2l�1(z)i (III.27)

LO
=

g
(2n�1)!

Cfree
2n�1,2k,2l�1

|x � y|D2n�1+D2k�D2l�1 |x � z|D2n�1+D2l�1�D2k |y � z|D2k+D2l�1�D2n�1
,

which has been evaluated in the second line at leading order. On the other hand, applying
the ⇤x to the correlation function hf(x) f2k(y) f2l�1(z)i one finds

⇤xhf(x) f2k(y) f2l�1(z)i
= C1,2k,2l�1⇤x

1
|x � y|D1+D2k�D2l�1 |x � z|D1+D2l�1�D2k |y � z|D2k+D2l�1�D1

LO
= C1,2k,2l�1

(k � l)(k � l + 1)(d2n�2)2

|x � y|D1+D2k�D2l�1+2|x � z|D1+D2l�1�D2k+2|y � z|D2k+D2l�1�D1�2 , (III.28)

where the operator dimensions in the third line are understood as their leading order
values. One readily sees, using the relation D2n�1 = D1 + 2, that the denominators in the
above two expressions are equal. Comparing the coefficients we find

C1,2k,2l�1
LO
=

g
(2n � 1)!

(n � 1)2Cfree
2n�1,2k,2l�1

4(k � l)(k � l + 1)
, (III.29)

where
Cfree

2n�1,2k,2l�1 =
(2n � 1)!(2l � 1)!(2k)!

(n+l�k�1)!(k+n�l)!(k+l�n)!
cn+k+l�1 (III.30)

and c is the normalization of the free propagator given in Eq. (A.2).

III.2.2. Structure constants C1,1,2k

The previous relation (III.29) for l = 1 gives two possible coefficients C1,1,2k ⇠ O(g) for
k = n�1, n. We shall show in the following that one can find the leading behaviour of the
other coefficients of the form C1,1,2k with k in the range 2  k  2n � 1, which turn out
to be of order O(g2). These can be extracted from the analysis of the family of correlators
considered in the previous Subsection

hf(x)f(y)f2k(z)i = C1,1,2k

|x � y|2D1�D2k |y � z|D2k |x � z|D2k
, (III.31)

where k > 1. Clearly the coefficients C1,1,2k for k > 1 vanish in the free theory. We proceed
as before by acting on the above correlation function with two Laplacian operators in x
and y and exploiting the SDE. Using the Eq. (B.4) of the Appendix we find at leading
order

2x2y hf(x)f(y)f2k(z)i LO
=

16k(k�1)(k�n)(k�n+1)
(n�1)4

C1,1,2k

|x�y|2(1�k)d2n+4|y�z|2kd2n |x�z|2kd2n
.

(III.32)
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Structure constants

It is useful to write the structure constants as a function of e. Since they are defined
modulo the normalization of the operator basis we choose to present them in a scheme
where the coefficient of the free propagator (at the critical dimension) is normalized to
unity and therefore the composite operators are rescaled according to fk ! fk/

p
ck,

where c was defined in Eq. (A.2).
We find

C1,2k,2l�1 =
n!3

(2n)!
(n�1)2

(k � l)(k � l + 1)
(2k)!(2l�1)!

(n+l�k�1)!(k+n�l)!(k+l�n)!
e + O(e2) , (III.48)

within the limits of Eq. (III.26), namely k + l � n, 1�n (l � k)  n, l � k 6= 0, 1, and

C1,1,2k =
(n�1)4

k(k�1)(k�n)(k�n+1)
n!6

(2n)!2
(2k)!

k!2(2n�k�1)!
e2 + O(e3) , (III.49)

for k 6= n�1, n and 2  k  2n � 1. In this scheme all the p factors are absent. We
note, however, that for comparison with results obtained from perturbation theory other
normalizations may prove more convenient.

Let us consider as few explicit examples the cases n = 2, 3, 4 which correspond respec-
tively to the Ising, Tricritical and Tetracritical universality classes, and from the set
of leading order structure constants that we have found we report all the ones of O(e2)
and only a few of the infinite sequence of order O(e). For the Ising universality class:

C114 =
2e

3
, C125 =

10e

3
, C136 = 20e , C116 =

5e2

27
. (III.50)

For the Tricritical universality class:

C114 =
3e

5
, C116 =

6e

5
, C125 = 6e , C136 = 54e ,

C118 =
21e2

5
, C1,1,10 =

378e2

125
. (III.51)

And finally for the Tetracritical universality class:

C116 =
18e

35
, C118 =

72e

35
, C136 =

972e

35
, C127 =

36e

5
, C125 =

54e

35
, (III.52)

C114 =
729e2

6125
, C1,1,10 =

26244e2

875
, C1,1,12 =

42768e2

875
, C1,1,14 =

555984e2

8575
.
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the odd potentials f2n+1 for n a natural number n � 1 which arise as particular cases of
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we can find the leading order (O(g)) structure constants C1,2k,2l�1. One can use the SDE
to write

h⇤xf(x) f2k(y) f2l�1(z)i = g
(2n�1)!

hf2n�1(x) f2k(y) f2l�1(z)i (III.27)

LO
=

g
(2n�1)!

Cfree
2n�1,2k,2l�1

|x � y|D2n�1+D2k�D2l�1 |x � z|D2n�1+D2l�1�D2k |y � z|D2k+D2l�1�D2n�1
,

which has been evaluated in the second line at leading order. On the other hand, applying
the ⇤x to the correlation function hf(x) f2k(y) f2l�1(z)i one finds

⇤xhf(x) f2k(y) f2l�1(z)i
= C1,2k,2l�1⇤x

1
|x � y|D1+D2k�D2l�1 |x � z|D1+D2l�1�D2k |y � z|D2k+D2l�1�D1

LO
= C1,2k,2l�1

(k � l)(k � l + 1)(d2n�2)2

|x � y|D1+D2k�D2l�1+2|x � z|D1+D2l�1�D2k+2|y � z|D2k+D2l�1�D1�2 , (III.28)

where the operator dimensions in the third line are understood as their leading order
values. One readily sees, using the relation D2n�1 = D1 + 2, that the denominators in the
above two expressions are equal. Comparing the coefficients we find

C1,2k,2l�1
LO
=

g
(2n � 1)!

(n � 1)2Cfree
2n�1,2k,2l�1

4(k � l)(k � l + 1)
, (III.29)

where
Cfree

2n�1,2k,2l�1 =
(2n � 1)!(2l � 1)!(2k)!

(n+l�k�1)!(k+n�l)!(k+l�n)!
cn+k+l�1 (III.30)

and c is the normalization of the free propagator given in Eq. (A.2).

III.2.2. Structure constants C1,1,2k

The previous relation (III.29) for l = 1 gives two possible coefficients C1,1,2k ⇠ O(g) for
k = n�1, n. We shall show in the following that one can find the leading behaviour of the
other coefficients of the form C1,1,2k with k in the range 2  k  2n � 1, which turn out
to be of order O(g2). These can be extracted from the analysis of the family of correlators
considered in the previous Subsection
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, (III.31)

where k > 1. Clearly the coefficients C1,1,2k for k > 1 vanish in the free theory. We proceed
as before by acting on the above correlation function with two Laplacian operators in x
and y and exploiting the SDE. Using the Eq. (B.4) of the Appendix we find at leading
order

2x2y hf(x)f(y)f2k(z)i LO
=

16k(k�1)(k�n)(k�n+1)
(n�1)4

C1,1,2k

|x�y|2(1�k)d2n+4|y�z|2kd2n |x�z|2kd2n
.

(III.32)
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The results for                               as functions of the coupling 
extend to the case of odd theories, for which one has also 

�1, �2, C1,k,l, C1,1,2k

order

2x2y hf(x)f(y)f2k(z)i LO
=

26k(k�1)(4(k�n)2 � 1)
(2n�1)4

C1,1,2k

|x�y|(2n�k)d2n+1 |y�z|kd2n+1 |x�z|kd2n+1
,

(IV.19)
which has to be compared, as before, with the leading order expression of the correlation
function obtained using the SDE twice

g2

(2n)!2
hf2n(x)f2n(y)f2k(z)i LO

=
g2

(2n)!2
Cfree

2n,2n,2k

|x � y|(2n�k)d2n+1 |y � z|kd2n+1 |x � z|kd2n+1
. (IV.20)

This gives the structure constants

C1,1,2k
LO
= Cfree

2n,2n,2k
(2n�1)4

26k(k�1)(4(k�n)2 � 1)(2n)!2
g2

=
(2n�1)4

26k(k�1)(4(k�n)2 � 1)
(2k)!

k!2(2n � k)!
c2n+k

odd g2 , 2  k  2n . (IV.21)

Of course the case k = 1 is excluded from this analysis, and the coefficient Cfree
2n,2n,2k is

nonzero if k  2n, therefore the range of validity of this equation is 2  k  2n. For
k = n the correlation function under study hf f f2ki involves a descendent operator and
therefore does not have the simple scaling property that we have used above to define
C1,1,2k. Instead this includes several terms as can be seen by writing

hf(x)f(y)f2n(z)i = (2n)!
g

2z hf(x)f(y)f(z)i = (2n)!
g

2z
C111

|x � y|D1 |y � z|D1 |z � x|D1
.

(IV.22)
Using Eq. (B.3) of Appendix B, the leading term in this expression can be shown to be

� (2n)!
g

D2
1 C111

|x � y|D1�2|y � z|D1+2|z � x|D1+2 . (IV.23)

It turns out that the coefficient of this leading term which we can now call C1,1,2n satisfies
Eq. (IV.21) for k = n. This can be seen explicitly by inserting into the above expression the
structure constant C111 which we compute in the next Subsection.

IV.2.3. The special case of C111 for n > 1

Let us now consider the action of a triple Laplacian on hf f fi for n > 1, which lies
outside the region of validity of the relation (IV.17). Following the usual argument, by
applying the box operator three times one finds the following leading contribution

2x2y2z hf(x)f(y)f(z)i LO
=

28n(n�1)
(2n�1)6

C111

|x � y|d2n+1+2|y � z|d2n+1+2|x � z|d2n+1+2 , (IV.24)
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We start from the anomalous dimensions. The leading order constraints give

g1 =
(2n�1)2

(2n+1)!
(cn� 1

2
odd g)2

32
+ O(g3) ,

g2 =
(2n+3)(2n�1)3

(2n�3)(2n+1)!
(cn� 1

2
odd g)2

16
+ O(g3) , (IV.37)

from which we can deduce a well determined leading order result for their ratio

g2
g1

= 2
(2n+3)(2n�1)

(2n�3)
+ O(g) . (IV.38)

While for k > 2, all one can get is

gk = O(g2) , k > 2 . (IV.39)

Furthermore, from the relation between the scaling dimension of f and f2n one finds

g2n = g1 +
2n�1

2
e . (IV.40)

We note that because of the PT-symmetry we expect that these models have imaginary
fixed point coupling g(e) and therefore we expect both negative g1 and g2 (which is in-
stead positive for the n = 1 case), at least in the vicinity of the critical dimensions.

For the structure constants we have, at the leading order approximation:

C1kl =
k!l!

2n+k�l
2 ! 2n+l�k

2 ! k+l�2n
2 !

(2n�1)2

(k�l)2�1
cn� 1

2
odd g

4
+ O(g2) , k + l � 2n and |l � k|  2n ,

(IV.41)

C1,1,2k =
(2n�1)4

26k(k�1)(4(k�n)2 � 1)
(2k)!

k!2(2n � k)!
(cn� 1

2
odd g)2 + O(g3) , 2  k  2n , (IV.42)

C111 =
(2n�1)6

28n(n�1)n!3
(cn� 1

2
odd g)3 + O(g4) . (IV.43)

V. CONCLUSIONS

We investigated the infinite family of self-interacting scalar theories characterized by
a fm potential using the recent idea proposed by Rychkov and Tan of requiring the com-
patibility between conformal invariance and the Schwinger-Dyson equations [1]. The
technique, which was developed further in [15, 18], allows to express some CFT data as
a perturbative expansion in the critical coupling and, for several multi-critical models,
also as an e-expansion, where e is the usual displacement of the dimensionality from its

24

IV.1. Anomalous dimensions

One can follow exactly the same path of Sect. III and find the leading relation between
g1 and the coupling g by acting with two Laplacians on the propagator and using the
SDE, which now gives the operatorial relation f2n ⇠ 2f so that f2n is a descendant of
f. Taking into account that the results of Sect. III must be shifted as n ! n + 1

2 , so that
j2n ! j2n+1, we find

g1 = c2n�1
odd

(2n�1)2

(2n+1)!
g2

32
+ O(g3) =

(2n�1)2

2(2n+1)!
G
� 2

2n�1
�2n�1

(4p)2n+1 g2 + O(g3) , (IV.3)

which for n = 1 gives the known relation for the Lee-Yang universality class [28]. Here
codd is obtained from (A.2) after the shift n ! n + 1

2 ,

codd =
1

4p

G
� 2

2n�1
�

p
2

2n�1
. (IV.4)

Also the derivation of g2 is straightforward when n > 1, since it is based on the form
of the correlator hf f f2i when all the operators are primary. Therefore from expression
(III.17) we can directly infer

g2 = c2n�1
odd

(2n + 3)(2n � 1)3

(2n � 3)(2n + 1)!
g2

16
+ O(g3) =

(2n + 3)(2n � 1)3

(2n � 3)(2n + 1)!
G
� 2

2n�1
�2n�1

(4p)2n+1 g2 + O(g3) ,

(IV.5)

which is valid for n > 1. Thus Lee-Yang is excluded, but in this case the relation for the
first scalar descendant of f, equation (II.6) with m = 2n + 1

g2n = g1 +
2n�1

2
e , (IV.6)

comes to rescue and allows the determination of g2 also when n = 1.
Unfortunately we are not able to find a closed expression for the other anomalous

dimensions. From the study of the correlator of primary operators

hf(x)fk(y)fk+1(z)i = C1,k,k+1

|x � y|D1+Dk�Dk+1 |y � z|Dk+Dk+1�D1 |z � x|D1+Dk+1�Dk
, (IV.7)

we are now only able to prove that gk = O(g2). Using the SDE one can relate (IV.7) to the
one which involves the descendant operator j2n

hf2n(x)fk(y)fk+1(z)i = (2n)!
g

h2xf(x)fk(y)fk+1(z)i . (IV.8)
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Functional perturbative RG example: Ising  UC
How to study deformations around the Wilson-Fisher fixed point? d = 4� ✏

Dimensionful beta functions  
(global rescaling as before)

1

L =
1

2
(@�)2 + g

1

�+ g
2

�2 + g
3

�3 + g
4

�4 (1.1)
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Ṡ
⇤

=
1

2
Tr


�̇H

✓
�2S

⇤

��L��L
� �S

⇤

��L

�S
⇤

��L

◆�
� 1

2
Tr

h
�̇H��1

H

i
� µ̇

⇤

µ
⇤

˙⌘ ⇤@
⇤

(1.8)

e��k[
¯�] =

Z
D� µk e

�S[�]+
��k
��̄

·(��¯�)��Sk[��¯�]
(1.9)

�Sk[�] =
1

2

�·Rk · �

�[ †, ,�†,�] =

Z
dDx d⌧

✓
ZP (

1

2
 †$@⌧ � ↵0

P 
†r2 ) + ZO(

1

2
�†$@⌧�� ↵0

O�
†r2�) + Vk[ , 

†,�,�†]

◆

Rk(p2) > 0 for p2 ⌧ k2

Rk(p2) ! 0 for p2 � k2

2

1

L =
1

2
(@�)2 + g

1

�+ g
2

�2 + g
3

�3 + g
4

�4 (1.1)

L =
1

2
Z(�)(@�)2 + V (�) (1.2)

�
1

= 12 g
2

g
3

� 108 g3
3

� 288 g
2

g
3

g
4

+ 48 g
1

g2
4

�
2

= 24 g
4

g
2

+ 18 g2
3

� 1080 g2
3

g
4

� 480 g
2

g2
4

�
3

= 72 g
4

g
3

� 3312 g
3

g2
4

�
4

= 72 g2
4

� 3264 g3
4

(1.3)

�V =
1

2
⌘�V (1) + a

(V (2))2

(4⇡)2
+ b

V (2)(V (3))2

(4⇡)4
+ · · · (1.4)

�Z = ⌘Z +
1

2
⌘�Z(1) + c

(V (4))2

(4⇡)4
+ · · · (1.5)

✏

Z =

Z
D� e�S[�]� 1

2(��

�1�) , � = �L + �H , � = �L +�H (1.6)

e�S⇤[�L] =

Z
D� µ

⇤

e�S[�]� 1
2 (���L)�

�1
H (���L) (1.7)

Ṡ
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Rescaling functions and fields to dimensionless quantities v('), z(')

it is possible to go beyond the relevant components if one is content with the order e
estimates.

Neglecting derivative interactions, the beta functional of the dimensionless potential,
in the form of Eq. (3.3), at the NLO (cubic order) in the dimensionless potential is
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where y(x) = G0(x)/G(x) is the digamma function. The last term in the first line of (5.4)
is the LO (n � 1)-loop term, while the NLO second and third lines appear at 2(n � 1)-
loops. The origin of such terms and the corresponding diagrams will be briefly dis-
cussed in appendix A. Notice also that, differently from sections 2 and 3, we did not yet
include any further rescaling when moving from the dimensionful V(f) to the dimen-
sionless v(j) potential: since the rescaling does not affect the spectrum, we postpone
the discussion of the “appropriate” rescaling to subsection 5.3 in which some MS OPE
coefficients are computed.

Neglecting derivative interactions (in agreement with our definition of LPA), the in-
duced flow of the function z(j) at quadratic order is given by
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The last term in this equation comes from a diagram with 2(n � 1)-loops, which gives
a counter-term consisting of the second contribution in Eq. (A.2), as explained in ap-
pendix A.

From (5.4), noticing the fact that only the dimensionless coupling can take a non-zero
value at the fixed point, one can set v(j) = g j2n together with the condition bv = 0 to
find the critical coupling g at quadratic order in e. This is given by
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FIG. 2: Diagrams contributing to the counter-term of the Z function at quadratic level
in the couplings

diagrammatically as in Fig. (1) and involves V contributions only. The corresponding
expression for this diagram is

Â
r�2

1
2 r!

Z

ddx ddy V(r)(fx) Gr
x�y V(r)(fy) . (A.1)

It turns out that for r = n this “melon” type diagram has a pole that contributes to the
potential. On the other hand, for r = 2n � 1 there is a pole term with two derivatives
that contributes to the function Z. The corresponding counter-terms in the MS scheme
can be straightforwardly computed using (A.1) and are given by

Sc.t.(f) =
1
e

Z

ddx
⇢

cn�1

4 n!
V(n)(f)2 � (n � 1)c2n�2

16 (2n)!
V(2n)(f)2(∂f)2

�

. (A.2)

The first counter-term is therefore of (n � 1)-loop order, while the second term is at
2(n� 1) loops. The other diagram that contributes at quadratic level is shown in Fig. (2).
This involves both the V and Z functions and contributes to the flow of Z for r = n,
which will therefore be of (n � 1)-loop order. Notice that there are three different di-
agrams of this kind depending on whether one, two or none of the fields in (∂f)2 are
involved in the propagators, as shown in Fig. (2).

At cubic order in the couplings, restricting to the contribution from V only, i.e. LPA,
there are three types of counter-term diagrams for the potential. The first one can be seen
as a one loop graph with three vertices whose propagators are replaced with a bunch
of r, s and t propagators as shown in Fig. (3a). In order to have a pole contributing to
the potential the number of propagators must be constrained to r + s + t = 2n. The
second one consists of two melon diagrams as in Fig. (3b), and the third graph, shown
in Fig. (3c), is a melon diagram involving the potential and its counter-term at quadratic
level Vc.t.(f) which is the first term on the right-hand side of (A.2). In both diagrams the
e singularity that contributes to the potential occurs when the number of propagators in
each melon is equal to n. These three diagrams are therefore all of 2(n � 1)-loop order.
They give rise to the cubic terms in the second and third lines of (5.4).

Appendix B: A general scaling relation

In this appendix we would like to obtain a relation valid among the scaling of two
couplings induced by the RG flow. This information can then be compared to the rela-
tion obtained in CFT for the scaling of the field operator and one of its descendants.
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First one finds the fixed point for the critical coupling

it is possible to go beyond the relevant components if one is content with the order e
estimates.

Neglecting derivative interactions, the beta functional of the dimensionless potential,
in the form of Eq. (3.3), at the NLO (cubic order) in the dimensionless potential is

bv = � d v(j) +
d � 2 + h

2
j v0(j) +

n � 1
n!

cn�1

4
v(n)(j)2

�n � 1
48

c2n�2 G(dn) Â
r+s+t=2n

r, s, t 6= n

Kn
rst

r!s!t!
v(r+s)(j) v(s+t)(j) v(t+r)(j)

� (n � 1)2

16 n!
c2n�2 Â

s+t=n

n � 1 + Ln
st

s!t!
v(n)(j) v(n+s)(j) v(n+t)(j) , (5.4)

where the integers r, s, t are implicitly taken to be positive, and the quantities Kn
rst and

Ln
st are defined as follows

Kn
rst =

G
� n�r

n�1
�

G
� n�s

n�1
�

G
� n�t

n�1
�

G
� r

n�1
�

G
� s

n�1
�

G
� t

n�1
� , Ln

st = y(dn)� y(sdn)� y(tdn) + y(1) , (5.5)

where y(x) = G0(x)/G(x) is the digamma function. The last term in the first line of (5.4)
is the LO (n � 1)-loop term, while the NLO second and third lines appear at 2(n � 1)-
loops. The origin of such terms and the corresponding diagrams will be briefly dis-
cussed in appendix A. Notice also that, differently from sections 2 and 3, we did not yet
include any further rescaling when moving from the dimensionful V(f) to the dimen-
sionless v(j) potential: since the rescaling does not affect the spectrum, we postpone
the discussion of the “appropriate” rescaling to subsection 5.3 in which some MS OPE
coefficients are computed.

Neglecting derivative interactions (in agreement with our definition of LPA), the in-
duced flow of the function z(j) at quadratic order is given by

bz = h z(j) +
d � 2 + h

2
j z0(j)� (n � 1)2

(2n)!
c2n�2

4
v(2n)(j)2. (5.6)

The last term in this equation comes from a diagram with 2(n � 1)-loops, which gives
a counter-term consisting of the second contribution in Eq. (A.2), as explained in ap-
pendix A.

From (5.4), noticing the fact that only the dimensionless coupling can take a non-zero
value at the fixed point, one can set v(j) = g j2n together with the condition bv = 0 to
find the critical coupling g at quadratic order in e. This is given by

(2n)!2

4 n!3
cn�1g = e� n

n�1
h +

n!4

(2n)!
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1
3

G(dn) n!2 Â
r+s+t=2n

r, s, t 6= n

Kn
rst

(r!s!t!)2 +(n�1) Â
s+t=n

n�1 + Ln
st

s!2t!2

�

e2 .

(5.7)
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Then one expands in all the couplings associated to all operators
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Although one can study the RG flow and compute all universal quantities directly at
the functional level by exploring the consequences of (4.5), in the next section we will
reconnect with the discussion in terms of couplings as outlined in section 2, and use the
beta functionals b

(k)
a as a convenient way to generate the coupling beta functions.

The couplings in (4.1) can be defined by expanding the functions such as V(f), Z(f),
Wa(f) and those of the higher derivative operators, in powers of the field, starting with
f0 = 1. Using dimensional analysis and recallling that close to the upper critical di-
mension the spectrum of the theory is almost Gaussian, we can infer that the couplings
in V(f) corresponding to the 2n lowest dimensional operators 1, f, · · · , f2n�1 do not
mix with any other coupling. Staring from f2n and all the way up to f4n�3 they mix
with the O(∂2) couplings of (∂f)2, · · · , f2n�3(∂f)2. From f4n�2, f2n�2(∂f)2 the O(∂4)
couplings of Wa(f) will also be involved. This can be summarized in the following table

V : 1 f · · · f2n�1 f2n · · · f4n�3 f4n�2 · · ·
Z : (∂f)2 · · · f2n�3(∂f)2 f2n�2(∂f)2 · · ·

W1 : f⇤2f · · ·
W2 : (∂µ∂nf)2 · · ·
W3 : (⇤f)2 · · ·

(4.6)

where each row collects the operators included in the function shown on the left-hand
side and only couplings of operators in the same column mix together. If we arrange
the couplings of (4.1) in increasing order of their canonical operator dimension, and
furthermore, we sort them for increasing order of derivatives of their corresponding
operators, the stability matrix takes the block diagonal form

0

B

B

B

@

M(0)

M(2)

M(4)

. . .

1

C

C

C

A

(4.7)

where in general M(2k) is itself a block diagonal matrix whose blocks have fixed dimen-
sion. Each diagonal block contained in M(2k) describes the mixing between couplings
of operators up to 2k derivatives, all of which belong to the same column in (4.6). In
particular M(0) is a diagonal matrix whose entries give the scaling dimensions of the
9 More generally, for an arbitrary Lagrangian L, the RG flow can be formally described by a beta func-

tional b[L], and a fixed point L⇤ of the theory would be defined by the condition b[L⇤] = 0. The fixed
point Lagrangian L⇤ is normally expected to describe a CFT, whenever scale invariance implies confor-
mal invariance. Several non trivial informations on the critical theory can then be extracted by probing
arbitrary off-critical deformations from the fixed point parametrized by L = L⇤ + dL

b[L⇤ + dL] = db

dL
�

�

�

�L⇤
dL+

1
2

d2b

dLdL
�

�

�

�L⇤
dLdL+ · · · (4.4)
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At leading order the  
stability matrix M  
is triangular. 

From these, one can then read off the anomalous parts g̃i and w̃i of the v and z cou-
pling scaling dimensions at order e which are valid not only for 0  i  2n� 3 described
by the above matrix but for all i, according to the discussion in the previous subsection.
In summary, again interpreting the factorials to be infinite for negative integer argu-
ments, and for i � 0

g̃i =
2(n � 1)n!

(2n)!
i!

(i � n)!
e w̃i =

2(n � 1)n!
(2n)!

(i + 1)!
(i � n + 1)!

e . (5.16)

This reproduces the result of [27]. The g̃i in Eq. (5.16) also match the anomalous dimen-
sions found in [8, 9] from CFT constraints.

Beyond the leading order for the anomalous dimensions, the stability matrix will not
be lower-triangular anymore, and in order to find the anomalous dimensions of higher
and higher powers of f one has to take into account (up to cubic order contributions
of) operators of higher and higher dimensions. In the simplest case, 2n < i < 4n � 3,
one needs to include cubic corrections to bz, and furthermore, take into account the
z(j) contribution to bv at cubic level. The only term contributing to this last piece is
proportional to v(n)(f)2 z(f) and leads to O(e2) corrections in the upper right element
in (5.15). These higher order corrections are not considered here and are left for future
work.

Besides (5.16), an extra information which has been obtained in [8] using conformal
symmetry and the Schwinger-Dyson equations is the leading order value of g2 for n >
2, which is of order e2. For n > 2, putting i = 2 in (5.13) gives

g̃2 = h � 2(n � 1)n!6

(2n)!2
G(dn)

Kn
2n�2,1,1

(2n � 2)!
e2 =

8(n + 1)(n � 1)3n!6

(n � 2)(2n)!3
e2 , (5.17)

which is also in agreement with the result found in [8].

5.3. OPE coefficients

The only non-zero C̃k
ij coefficients that are extracted from the beta functions are those

that are massless, or equivalently, satisfy the universality condition i + j � k = 2n. Con-
trary to the anomalous dimensions, the OPE coefficients do depend on the normaliza-
tion of the couplings. Throughout this section we continue to use the normalization
where couplings appear without factorials in the v(j), z(j) expansions, as defined in
(5.12). On top of this, it turns out convenient to make a global rescaling of the couplings
by redefining the potential according to11

v ! 4
(n � 1)cn�1 v . (5.18)

This removes the parameter c from the beta functions (5.4) and (5.6). In such a nor-
malization, using the beta function (5.4), the expansion of the potential and its beta

11 In Sections 3.1 and 3.2 this rescaling was used for both the Ising and the Lee-Yang universality classes
with n = 1 and n = 3

2 respectively.
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the matrix ∂bi
v/∂gj evaluated at the fixed point, which is for dimensional reasons diag-

onal, has the elements �qi = �d + i(d � 2)/2 + g̃i on its diagonal, with the following
anomalous parts10

g̃i = i
h

2
+

(n � 1)i!
(i � n)!

2 n!
(2n)!



e � n
n � 1

h

�

+ 2n h d2n
i

+
(n � 1)i!n!6

(2n)!2
G(dn) Â

r+s+t=2n
r, s, t 6= n

Kn
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(r!s!t!)2



2n!
3(i � n)!

� r!
(i � 2n + r)!
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e2
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(n � 1)2i!n!5

(2n)!2 Â
s+t=n

n � 1 + Ln
st

(s!t!)2



1
(i � n)!

� 2s!
n!(i � 2n + s)!

�

e2. (5.13)

For the relevant components, that is for the range 0  i  2n � 1, these are simply the
anomalous dimensions with accuracy O(e2). The last term in the first line, which comes
from the term proportional to h in (5.4), does not contribute in the relevant sector. How-
ever, if one wishes to find the anomalous dimension of the marginal coupling, one has
to take this term into account. Within the same O(e2) accuracy, for the irrelevant cou-
plings, which we do not consider here, additional mixing transformations are required
to diagonalize the stability matrix.

From (5.13) one can readily see that for i = 1 all the terms except the first vanish.
Also, interestingly, for i = 2n � 1 which corresponds to the descendant operator f2n�1

in the interacting theory because of the Schwinger-Dyson equations, the O(e2) terms in
the second and third line of Eq. (5.13) vanish so that these anomalous dimensions take
the simple form

g̃1 =
h

2
, g̃2n�1 = (n � 1)e � h

2
. (5.14)

The two anomalous dimensions then sum up to g̃1 + g̃2n�1 = (n � 1)e, which is equiv-
alent to the scaling relation q1 + q2n�1 = d and proved in general in appendix B.

The correction (5.9) allows us to go beyond the local potential approximation and
compute at order e the block M(2) in (4.7) which is a block-diagonal matrix with two by
two blocks. The i-th block which gives the mixing of the fi+2n and fi(∂f)2 couplings is
given in the {fi+2n, fi(∂f)2} basis as

i
n � 1

1 +

0

B

@

� (i+2n)
2 + 2(n�1)n!

(2n)!
(i+2n)!
(i+n)! 0

� 2(n�1)2n!3
(2n)!2

(i+2n)!
i! cn�1(1 � di

0) � i
2 +

2(n�1)n!
(2n)!

(i+1)!
(i�n+1)!

1

C

A

e + O(e2) , (5.15)

where 1 is the two dimensional identity matrix. For each i the two eigenoperators have
the same canonical scaling at the critical dimension. The eigenvalues of the stability
matrix include the scaling dimensions �qi+2n, given in Eq. (2.14), and ( d

2 � 1)i + w̃i,
which is the analog for z-couplings in the notation of [27].

10 Note that in order to be able to make sense of the formula for the anomalous dimensions g̃i for general
i, the terms involving factorials of negative numbers in the denominators are interpreted to be zero by
analytic continuation.
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OPE coefficients are read off the quadratic expansion of the beta functions
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The Blume-Capel or Ticritical Lee-Yang
A nontrivial (non unitary) UC in

Dimensionless beta functions 

d = 3 d =
10

3
�✏

2

FIG. 1. Diagrams responsible for bV and bZ. The lines rep-
resent massless scalar propagators and vertices correspond to
derivatives of V(f). The first two diagrams contribute to the
two terms of bV , while the third generates bZ.

data has been performed in [14] with CFT methods, but
up to now only with RG methods it is possible to obtain
the critical coupling at the fixed point g(e), which is the
gateway for numerical estimates of critical quantities in
d = 3.

We expect that the new critical point can be observed
either theoretically in computer simulations, or exper-
imentally in opportunely tuned systems such as the
atomic mixtures described by the microscopic Blume-
Capel model [17] which has enough degrees of free-
dom to exhibit the tricritical phase [6]. The critical point
might also be relevant in the understanding of the full
analytic structure of the partition function of the tricriti-
cal Ising model as a function of the magnetic field [18].

Finally, we complement the analysis by covering a
family of multicritical nonunitary models which in-
cludes the Lee-Yang and Blume-Capel classes as the first
two special examples. All models besides the first two
have upper critical dimension smaller than three, and
thus are physically interesting in two dimensions, where
they are expected to correspond to a nonunitary subset
of the CFT minimal models Mp,q [6, 7, 19].

2. BETA FUNCTIONALS

The Landau-Ginzburg description of the
Blume-Capel class consists of an action

S[f] =
Z

ddx
n

1
2 (∂f)2 + V(f)

o

, (2.1)

in which the potential becomes quintic at criticality. We
renormalized (2.1) using minimal subtraction (MS) of
the 1

e poles in d = 10
3 � e and we used the results to con-

struct beta functions for the effective potential V(f) and
a wave function Z(f) in a background field approach.
The relevant diagrams for the leading contributions to
the flow appear at three loops and are shown in Fig. 1
(the next-to-leading contribution is at six loops).

The beta functionals are

bV = a
✓

V(2)(V(4))2 � 9
2
(V(3))2V(4)

◆

,

bZ = �b(V(5))2 ,
(2.2)

where we defined the positive coefficients

a =
G( 1

2 )
4G( 2

3 )

9(4p)5G( 4
3 )

2
, b =

3G( 2
3 )

3

40(4p)5 . (2.3)

We also checked agreement with the beta functionals of
[15, 16], from which (2.2) can be evinced by analytically
continuing the next-to-leading terms of the even models
f2n to n = 5/2. The beta functional bV should be under-
stood as generating function of the beta functions of the
couplings of the local operators fk, and, following the
discussion of [16], the system (2.2) captures unambigu-
ously all contributions to the RG flow of all the relevant
operators and the first irrelevant one (k = 1, . . . , 5).

3. CRITICAL EXPONENTS

Critical properties must be investigated in units of the
RG scale µ. We define the dimensionless potentials

v(j) = µ�dV(Z�1/2
0 µd/2�1 j) ,

z(j) = Z�1
0 Z(Z�1/2

0 µd/2�1 j) ,

which include the rescaling of the field by the square
root of Z0 = Z(0) in order to have a canonically
normalized kinetic term, and introduce an anomalous
dimension h = �bZ0 /Z0. For future purpose and
for simplifying the result, we further rescale v !
2
3 (4p)5/2G( 2

3 )
�3/2 v. The beta functionals are

bv = �10
3

v +
2
3

jv0 + e

✓

v � 1
2

jv0
◆

+
h

2
jv0

+
1
3

v(2)(v(4))2 � 3
2
(v(3))2v(4) ,

bz =
2
3

jz0 + h

✓

z +
1
2

jz0
◆

� 1
30

(v(5))2 .

(3.1)

The dimensionless wave function satisfies z(0) = 1 by
construction, thus its flow can be used to determine the
anomalous dimension as a function of the dimensionless
potential giving h = 1

30 (v
(5)(0))2.

The fixed point solutions of bv = 0 from (3.1) is
a quintic potential of the form v(j) = gj5 with the
constant g being a function of e. For the comparison
with standard perturbation theory, we find convenient
to consider g as the critical coupling which has beta
function

bg = �3
2

eg � 153
4

(5!)2g3 .

The fixed points of g are in one-to-one correspondence
with fixed points of (3.1) in the form gj5. There is a
complex-conjugate pair of nontrivial purely imaginary
solutions

g(e) =
p
�e

60
p

102
. (3.2)

L =
1

2
(@�)2 + g�5

3

The expansion of critical solutions is thus in semi-odd
powers of e which has been long well known [5].

The critical exponents can be obtained by lineariz-
ing the RG flow (3.1) around the fixed point solution
(3.2) and diagonalizing its stability matrix. For this we
parametrize v(j) = Â5

i=0 gi j
i, thus including all rele-

vant operators and j5. Within this basis of operators
and up to the first order in e, the stability matrix is al-
ready diagonal and the scaling operators coincide with
ji for i = 0, . . . , 5. It is thus convenient to express the
critical exponents qi in terms of the operators’ anoma-
lous dimensions g̃i (we follow the notation of [16] in
which quantities with tilde are computed with MS)

qi =
10
3

� 2i
3
+ e

⇣

�1 +
i
2

⌘

� g̃i

g̃i =
e

153

⇣52
5

i � 139
12

i2 � 1
2

i3 +
19
12

i4 � di,5

⌘

,
(3.3)

in which we use the determination of the anomalous di-
mension at the critical point

h = 2g̃1 = 4 · 5! · g(e)2 = � e

765
. (3.4)

The critical exponents satisfy the scaling relations q1 +
q4 = q0 = d, q1 = (d+ 2� h)/2, q4 = (d� 2+ h)/2 [16].
A comparison of our leading estimate for h with the re-
sult given in [20] shows some disagreement, even when
taking into account the different conventions. However,
we can provide several further consistency checks of our
results (see also the following section).

We give numerical estimates for some notable critical
exponents: the anomalous dimension h, the exponent
s = q4/q1, the correlation length exponent n ⌘ (q2)�1,
and a subleading magnetization exponent z = q3/q1.
Setting e = 1/3 we find

h = �4.357 · 10�4 , s = 0.2030 ,
n = 0.4977 , z = 0.5596 . (3.5)

We do not estimate the correction-to-scaling exponent
w = �q5 = 3e (which is related to the subleading en-
ergy exponent) because it is expected to receive large
corrections from the next-to-leading orders of the e ex-
pansion. One interesting property is that the leading
quantum/statistical fluctuations drive the correlation
length exponent n = 1

2 � 7e
1020 to values that are lower

than the mean field nMF = 1/2 below the upper criti-
cal dimension. This does not happen to the Ising and
Lee-Yang universality classes. Whether this property is
stable under further corrections requires further study.

4. CFT DATA

We now turn our attention to the characterization of
the CFT data of the universality class. The scaling di-
mensions of the relevant operators are defined as Di =

d � qi. The case i = 4 is excluded because the operator
f4 is a CFT descendant due to the equations of motion
∂2f ⇠ f4. Our three-dimensional numerical estimates
are

D1 = 0.4998 , D2 = 0.9908 , D3 = 1.5908 .

The versatility of the functional approach allows for es-
timates of some of the OPE coefficients and therefore of
the structure constants of the CFT (see [16]). Given the
symmetrized fusion rules
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for the Ck
ij, whenever i + j � k = 5. These expressions

require the use of g(e) given in (3.2). The estimates are
unaffected by mixing with higher derivative operators
for i, j, k  5.

In [14] the Blume-Capel universality class was con-
sidered in d = 10

3 � e on purely CFT grounds using a
method that allows to build a conformal theory out of
the free theory’s data. The pure CFT construction does
not yet determine all CFT data, but it gives some quanti-
ties to compare with. The following ratio is independent
of the FP coupling and agrees with the same quantity as
given in [14]
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FIG. 1. Diagrams responsible for bV and bZ. The lines rep-
resent massless scalar propagators and vertices correspond to
derivatives of V(f). The first two diagrams contribute to the
two terms of bV , while the third generates bZ.

data has been performed in [14] with CFT methods, but
up to now only with RG methods it is possible to obtain
the critical coupling at the fixed point g(e), which is the
gateway for numerical estimates of critical quantities in
d = 3.

We expect that the new critical point can be observed
either theoretically in computer simulations, or exper-
imentally in opportunely tuned systems such as the
atomic mixtures described by the microscopic Blume-
Capel model [17] which has enough degrees of free-
dom to exhibit the tricritical phase [6]. The critical point
might also be relevant in the understanding of the full
analytic structure of the partition function of the tricriti-
cal Ising model as a function of the magnetic field [18].

Finally, we complement the analysis by covering a
family of multicritical nonunitary models which in-
cludes the Lee-Yang and Blume-Capel classes as the first
two special examples. All models besides the first two
have upper critical dimension smaller than three, and
thus are physically interesting in two dimensions, where
they are expected to correspond to a nonunitary subset
of the CFT minimal models Mp,q [6, 7, 19].

2. BETA FUNCTIONALS

The Landau-Ginzburg description of the
Blume-Capel class consists of an action

S[f] =
Z

ddx
n

1
2 (∂f)2 + V(f)

o

, (2.1)

in which the potential becomes quintic at criticality. We
renormalized (2.1) using minimal subtraction (MS) of
the 1

e poles in d = 10
3 � e and we used the results to con-

struct beta functions for the effective potential V(f) and
a wave function Z(f) in a background field approach.
The relevant diagrams for the leading contributions to
the flow appear at three loops and are shown in Fig. 1
(the next-to-leading contribution is at six loops).

The beta functionals are

bV = a
✓

V(2)(V(4))2 � 9
2
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,
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We also checked agreement with the beta functionals of
[15, 16], from which (2.2) can be evinced by analytically
continuing the next-to-leading terms of the even models
f2n to n = 5/2. The beta functional bV should be under-
stood as generating function of the beta functions of the
couplings of the local operators fk, and, following the
discussion of [16], the system (2.2) captures unambigu-
ously all contributions to the RG flow of all the relevant
operators and the first irrelevant one (k = 1, . . . , 5).

3. CRITICAL EXPONENTS

Critical properties must be investigated in units of the
RG scale µ. We define the dimensionless potentials

v(j) = µ�dV(Z�1/2
0 µd/2�1 j) ,

z(j) = Z�1
0 Z(Z�1/2

0 µd/2�1 j) ,

which include the rescaling of the field by the square
root of Z0 = Z(0) in order to have a canonically
normalized kinetic term, and introduce an anomalous
dimension h = �bZ0 /Z0. For future purpose and
for simplifying the result, we further rescale v !
2
3 (4p)5/2G( 2

3 )
�3/2 v. The beta functionals are
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The dimensionless wave function satisfies z(0) = 1 by
construction, thus its flow can be used to determine the
anomalous dimension as a function of the dimensionless
potential giving h = 1

30 (v
(5)(0))2.

The fixed point solutions of bv = 0 from (3.1) is
a quintic potential of the form v(j) = gj5 with the
constant g being a function of e. For the comparison
with standard perturbation theory, we find convenient
to consider g as the critical coupling which has beta
function

bg = �3
2

eg � 153
4

(5!)2g3 .

The fixed points of g are in one-to-one correspondence
with fixed points of (3.1) in the form gj5. There is a
complex-conjugate pair of nontrivial purely imaginary
solutions

g(e) =
p
�e

60
p

102
. (3.2)Fixed point: 

CFT results can be completed using  g(✏)
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FIG. 1. Diagrams responsible for bV and bZ. The lines rep-
resent massless scalar propagators and vertices correspond to
derivatives of V(f). The first two diagrams contribute to the
two terms of bV , while the third generates bZ.
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HIgher derivative multicritical scalar theories
Higher derivative models are getting some attention in the last years.  
They are non unitary, but can be physically relevant.

Brust, Hinterbichler (2017) 

Gracey (2017) 

 Gliozzi, Guerrieri, Petkou, Wen (2017) 

Nakayama  (2016)

Motivations:
Theory of elasticity (e.g. Riva-Cardy model)

Quantum Gravity (possibly related in various ways)

Theoretically some correspond to new families of non unitary CFT 
also in higher dimensions.

Recent works
Free theories
Multicritical in CFT

O(N) quartic in RG

Physics of polymers (isotropic Lifshitz theories) Schwahn et. al. (1999)

Osborn, Stergiou (2016) 
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We consider the      symmetric theories, with a kinetic term

Perturbative analysis of ⇤k theories

1 Introduction

2 General set-up and definitions

We consider a theory of the form

L = 1
2� (�⇤)k�+ V (�) (2.1)

S =

Z
ddx 1

2� (�⇤)k� (2.2)

The dimension of the field is

� =
d

2
� k (2.3)

The propagator satisfies
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)kG
x

= �d
x

(2.4)

G
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�(r�)
�(k � (r � 1)�)
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4⇡

◆(r�1)��k

(2.6)

This quantity has a pole whenever

(r � 1)� � k = 0, 1, 2, · · · (2.7)

Let us denote by n the value of r at which the first pole occurs, (n� 1)� = k. Then

�
n

=
k

n� 1
, d

n

=
2nk

n� 1
(2.8)

3 V 2 counter-terms

The bunch of propagators in coordinate space is

Gr
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�(r�)
�(k � (r � 1)�)
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dc =
2nk

n� 1

Z2

The critical theory at                  can have marginal interactions characterized by       
     symmetric operators with     derivatives and    fields if (dimensional analysis)

d = dc�✏

ε-expansion RG analysis
We want to compare to (and go beyond) recent CFT results.

At the critical dimension      the theory is free   dc

[�] = � =
d

2
� kField dimension  

Free propagator 

Z2

with    integer and     an even integer. 

Examples: 
�2n

�2n

�n�1(@�)2

c =
1

(4⇡)k�(k)

�(�)

⇡�G0(x) =
c

|x|2�

2l ↵

l ↵↵
k

n� 1
+ 2l =

2nk

n� 1

k = 1 ! (l = 0,↵ = 2n)

k = 2 ! (l = 0,↵ = 2n)

k = 2 ! (l = 1,↵ = n+ 1) ! n = 1 + 2m
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Therefore in a perturbative framework there is a pattern of mixing of operators 
with a different number of derivatives (relevant, marginal or irrelevant) 

We find that a recent analysis (                                                            ) 
done in a CFT framework is valid only for a subset of the theories such that                                             
the pair of integers               are coprime, so that they correspond to the case 
of a pure         interaction operator at the fixed point, with one critical 
coupling (theories of first kind)                                                                  

 F. Gliozzi, A. Guerrieri, A. C. Petkou and C. Wen (2017) 

�2n
(k, n�1)

In the other cases (theories of second kind) the pattern increases of complexity 
with     since the critical theory can be characterized by several couplings.     k

• We shall address here only the family of theories with                                  
    which are characterized by two critical couplings. Novel pattern.   

(k = 2, n = 1+2m)

Improving the present picture

• We reproduce these results obtaining some higher order results 

M. Safari and G.P.V. 
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2

II. RG APPROACH: GENERAL
CONSIDERATION
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For k = 1, B reduces to

B = (n� 1)
cn�1

4
. (8.5)

So the fixed point value, scaling dimensions and OPE coe�cients for theories with general k can

be immediately found, without any further calculation, from those of the k = 1 theory which we
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Now, let us just do the analysis more generally. It proves convenient to redefine the potential in

the following way
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9 Results: Fixed point, scaling dimensions and OPE coe�cients

The scaling dimensions are of course independent of this choice, but the OPE instead are a↵ected

by the normalization of the couplings/potential. In fact it turns out that the above normalization

where B disappears from the beta function coincides with that of the CFT where the coe�cient of

9

the two point function h��i is set to unity. Bellow we summarize the results for the fixed point,

scaling dimensions and OPE coe�cients.
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The counter-term for 2k derivative terms is
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We choose to eliminate B by a redefinition of the potential, and therefore use
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This redefinition of course does not a↵ect the anomalous dimension when written in terms of ✏.
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This is in agreement with Eq. (4.27) of [?].
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12 Comparison with literature: The scaling dimension �2

The anomalous dimension �2 can be obtained from the general formula (??). Notice that, inde-

pendent of the value of k, �2 is always a relevant operator, and hence (??) will not be a↵ected my
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Working with dimensionless quantitites 
with convenient rescalings  

coprime (first kind)(k, n�1)

The relevant diagrams are similar to the case k=1. We go up to 2(n-1) loops.
Beta functions constructed looking at the       poles in       scheme1/✏

scaling operators of the theory at criticality, O
a

=
P

i

(S�1)i
a

�
i

, so that we can rewrite

the action as fixed point action (i.e. CFT action) plus deformations

S = S⇤ +
X

a

µ✓a�a

Z

ddxO
a

(x) +O(�2) . (2.8)

Deformations are relevant, marginal or irrelevant depending on the value of the related

critical exponent (respectively positive, zero or negative). In the diagonal basis also the

tensor N i

jk

have a direct physical meaning, since after the diagonalizing transformation it

becomes a quantitiy related to the (symmetrized) OPE coe�cients3

C̃a

bc

=
X

i,j,k

Sa

i

N i

jk

(S�1)j
b

(S�1)k
c

, (2.9)

It will become clear in the practical examples that will follow this subsection that at

d = d
c

the C̃a

bc

are the OPE coe�cients of the underlying Gaussian CFT and that all

O(✏) corrections agree with CFT results for all available comparisons, despite the general

inhomogeneous transformations of these coe�cients under general scheme changes as dis-

cussed in subsection 2.3. For these reasons we will call the quantities in (2.9) MS OPE

coe�cients because we will be computing them using MS methods.

The beta functions can now be written as

�a = �(d��
a

)�a +
X

b,c

C̃a

bc

�b�c +O(�3) . (2.10)

This formula is the familiar expression for beta functions in CFT perturbation theory (see

for example [2]) and provides a link between RG and CFT. Generalizations of this result

beyond the leading order are considerably less simple than what we presented here [7].

In CFT one uses the OPE4

hO
a

(x)O
b

(y) · · · i =
X

c

1

|x� y|�a+�b��c
Cc

ab

hO
c

(x) · · · i (2.11)

to renormalize a perturbative expansion of the form (2.8) in which the CFT is described

by the action S⇤ and deformations are parametrized by the couplings �a.5 In the RG

framework, conversely, the knowledge of the beta functions could permit (in principle) the

extraction of the conformal data directly from (2.10). The rest of this paper is essen-

tially devoted to a detailed exploration of this link, first within a simple example in the

next subsection and then, after a short discussion about scheme dependences of the OPE

coe�cients, within a functional generalization of standard perturbation theory ✏-expansion.

3Note that the overall normalization of the OPE coe�cients is not fixed: a rescaling of the couplings

�a ! ↵a�
a implies C̃a

bc ! ↵b↵c
↵a

C̃a
bc.

4These OPE coe�cients are related to those entering the beta functions by a factor Sd/2 (see [2]).
5The careful reader must have noticed that our determination of the Ca

bc is symmetrized in the lower

two indices, but it is more than enough to reconstruct the fully symmetric structure constants Cabc.
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Fixed point relation:

Anomalous dimension:

with

beta  
functional  
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Agreement with CFT looking at correlators of composite operators      .  �i

From CFT known 
only up to order O(ε)!

Results

OPE coefficients

Anomalous dimensions for composite operators

 F. Gliozzi, A. Guerrieri, 
A. C. Petkou and C. Wen (2017) 
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9 Results: Fixed point, scaling dimensions and OPE coe�cients

The scaling dimensions are of course independent of this choice, but the OPE instead are a↵ected

by the normalization of the couplings/potential. In fact it turns out that the above normalization

where B disappears from the beta function coincides with that of the CFT where the coe�cient of

the two point function h��i is set to unity. Bellow we summarize the results for the fixed point,

scaling dimensions and OPE coe�cients.
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10 Comparison with literature: OPE coe�cients
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where we have used the fact that the denominators in the first line must be positive

n+m+ 1� s� t � 0, s�m� n � 0 (10.2)

so the sum must also be positive 1 � t � 0, and therefore we must have t = 1. Consequently this

sum is zero and so each positive summand n+m+ 1� s� t = r� n+m+ 1, s� n�m must also

11
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CFT: derivation (without computing loops)

For this critical theory the SDE are given 2k� = (�1)k�1 g
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All the methods give the same perturbative results.

• Fixed point coupling         imposing descendant condition on g(✏) �2n�1

Evaluate r.h.s. at tree level
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The case                           (second kind)(k = 2, n = 1+2m)

For k = 2 and n = 2m this becomes (before rescaling):
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The one-half factors, especially for Z,W2,W3 are just a convention.
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Figure 5: Diagram contributing to the counter-term of V at cubic level in the couplings
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Figure 6: Diagram contributing to the counter-term of Z at cubic level in the couplings
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Several diagrams contribute to quadratic and even more to cubic terms in the 
potentials (couplings). In perturbation theory we compute the counter-terms 
as       poles in the       scheme, at functional level. 

For example

1/✏

scaling operators of the theory at criticality, O
a

=
P

i

(S�1)i
a

�
i

, so that we can rewrite

the action as fixed point action (i.e. CFT action) plus deformations

S = S⇤ +
X

a

µ✓a�a

Z

ddxO
a

(x) +O(�2) . (2.8)

Deformations are relevant, marginal or irrelevant depending on the value of the related

critical exponent (respectively positive, zero or negative). In the diagonal basis also the

tensor N i

jk

have a direct physical meaning, since after the diagonalizing transformation it

becomes a quantitiy related to the (symmetrized) OPE coe�cients3
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=
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i,j,k
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(S�1)j
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(S�1)k
c

, (2.9)

It will become clear in the practical examples that will follow this subsection that at

d = d
c

the C̃a

bc

are the OPE coe�cients of the underlying Gaussian CFT and that all

O(✏) corrections agree with CFT results for all available comparisons, despite the general

inhomogeneous transformations of these coe�cients under general scheme changes as dis-

cussed in subsection 2.3. For these reasons we will call the quantities in (2.9) MS OPE

coe�cients because we will be computing them using MS methods.

The beta functions can now be written as

�a = �(d��
a

)�a +
X

b,c

C̃a

bc

�b�c +O(�3) . (2.10)

This formula is the familiar expression for beta functions in CFT perturbation theory (see

for example [2]) and provides a link between RG and CFT. Generalizations of this result

beyond the leading order are considerably less simple than what we presented here [7].

In CFT one uses the OPE4
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to renormalize a perturbative expansion of the form (2.8) in which the CFT is described

by the action S⇤ and deformations are parametrized by the couplings �a.5 In the RG

framework, conversely, the knowledge of the beta functions could permit (in principle) the

extraction of the conformal data directly from (2.10). The rest of this paper is essen-

tially devoted to a detailed exploration of this link, first within a simple example in the

next subsection and then, after a short discussion about scheme dependences of the OPE

coe�cients, within a functional generalization of standard perturbation theory ✏-expansion.

3Note that the overall normalization of the OPE coe�cients is not fixed: a rescaling of the couplings

�a ! ↵a�
a implies C̃a

bc ! ↵b↵c
↵a

C̃a
bc.

4These OPE coe�cients are related to those entering the beta functions by a factor Sd/2 (see [2]).
5The careful reader must have noticed that our determination of the Ca

bc is symmetrized in the lower

two indices, but it is more than enough to reconstruct the fully symmetric structure constants Cabc.
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V 2 counterterms

Similarly at quadratic order one has         and      countertermsV Z Z2

Cubic c.t. can also be computed. Non local divergent terms are present 
in separate diagrams but cancel in the sum.

Critical theory

Including some  
deformations
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Beta functionals at quadratic order (dimensionless) from melon diagrams
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 defines the anomalous dimension                            at FP

needed if looking for properties of some irrelevant operators.

�w1 ⌘ = ��w1(' = 0)

�w2,3

(k = 2, n = 1+2m)

m                                  2m                                                                                                                                                          -loops

2m                                          m                                              m                                                    3m                                        -loops

               4m                                                         3m                                                                 2m                                            -loops
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Pattern of mixing

Or, after some simplification
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Let us do the rescalings
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which is compatible with the V -rescaling introduced earlier for the normal case. Notice that for the

special case m = 1, the rescaling of V has an extra factor of two, coming from the m+1, compared

to what I wrote in the handwritten notes, this will be fixed later. The beta functions reduce to
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would simplify the beta functions a bit further, but they are not suitable for the OPE coe�cients.

They give the flows
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15.10 Stability matrix and spectrum

There is only one disjoint piece whose table is given as
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(k = 2, n = 1+2m)

Fixed points
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Figure 14: Diagram contributing to the counter-term of W at cubic level in the couplings
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Anomalous dimensions (from triangular part of the stability matrix)
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The sum is
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After rescaling
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In agreement with CFT-SDE calculation.

15.12 Beta function

Let us write the di↵erent counter-terms that contribute to the beta function
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40

!̃m�1 =
(2m)!

(m+ 1)!
h (first non zero)

Others have non trivial mixing giving complicated expressions.
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One fixed point is simple: 
pure derivative interaction

(k = 2, n = 1+2m)

Anomalous dimensions

4

and their flow equations are

�
v

= �dv+
d�4

2
'v0 +

v(m+1)z(m�1)

(m+1)!
+
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, (19)

�
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2
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+
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+
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2(2m+1)

(z(m))2
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(v(3m+2))2
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, (20)

where the following rescalings have been done

v ! (m+ 1)
(4⇡)2(2m+1)

m2�2m(�
c

)
v, z ! (4⇡)2m+1

m�m(�
c

)
z. (21)

The quadratic terms in the beta functions come from
melon type diagrams which are of 2m-loop order for the
v(i)z(j) term in (19) and of m-loop order for the (v(i))2

term. Also the v(i)z(j) term in (20) appears at 2m-loops,
the z(i)z(j) term at m-loops and the (v(i))2 term at 3m-
loops. The functions Z(�) and V (�) induce a flow on
the coe�cient of the kinetic term which is implicit in
the definition of the field �. This can be used to fix
the anomalous dimension. In terms of the two couplings
g, h which are respectively the coe�cients of the operator
'2(2m+1) in v(') and '2m(@')2 in z('), the anomalous
dimension is

⌘ =
�(�
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m2�(2 + �
c
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(2m)!

2(3m+ 1)
h2 (22)

� �(�
c
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m4�(4 + �
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)
4(m+ 1)2(2m+ 1)2(4m+ 1)! g2 .

Also from an analysis of the stability matrix, one can
calculate the critical exponents
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(m+1)!2
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i!

(i�2m�1)!

2(2(2m+1))!

(2m+1)!2
g,

(23)
valid in general for i = 0, · · · , 3m + 1. where g, h are
assumed to be at the critical point.

For m = 1, the phase diagram of the flow equations
(19) and (20) is depicted in Fig.1 in the two-dimensional
space of the dimensionless couplings g, h (right panel).
Four fixed points can be identified in the case of n = 3,
which interestingly include no fixed point with a pure �6

interaction. Instead, there are two fixed points with a
mixture of �2(@�)2 and �6 interactions and a fixed point
with a pure �2(@�)2 interaction, which are given at order
✏ by the critical couplings

g = 0 g =
(3

p
138�13)✏
22200 g = � (13+3

p
138)✏

22200

h = 3✏
8 h =

(42�4
p
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185 h =
2(21+2

p
138)✏

185 .

(24)

This pattern extends to any m. The first of these non
trivial fixed points is perhaps also interesting in the sense
that it is infrared attractive. The critical coupling can
be easily extended to all m

h =
2m(m+ 1)(2m+ 1)

2 + 7m(m+ 1)

(m+ 1)!m!2

(2m)!2
✏ . (25)

It is then straightforward to calculate at this fixed point
the critical exponents (22) and (23) in terms of ✏.
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✏2
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Also from an analysis of the stability matrix, one can
calculate the critical exponents

�̃
i

=
i!
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2 + 7m(m+ 1)

m!

(2m)!
✏ . (27)

At this fixed point and at order ✏ the stability matrix is
block lower-triangular where each block consists of op-
erators of the same number of derivatives, therefore the
validity range of the above critical exponents extends to
infinity. Furthermore, in this case it is similarly easy to
calculate the critical exponents for the derivative opera-
tors �i(@�)2 which is again valid for all i
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= (i�2m�2)!


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✏ . (28)

The phase diagram of the n = 3 case is compared with
that of n = 2 in Fig.(1) (left panel), where g, h are re-
spectively the coe�cients of the operators '4 in v(') and
'(@')2 in z('). If one includes higher order corrections
for the beta functions the �4 fixed point persists, while in
principle other fixed points may arise which have deriva-
tive interactions. However, as discussed in Section (II),
these have an odd Z2 parity and can be consistently ig-
nored.

FIG. 1. Phase diagrams for theories with ⇤2 type kinetic term
for ✏ = 0.1. Left panel: for n = 2 one has the Gaussian and
the generalized Wilson-Fisher fixed point with �4 interaction.
Right panel: for n = 3 one has four fixed points, a Gaus-
sian fixed point, a fixed point with a derivative interaction
�2(@�)2, and two fixed points with a mixture of �2(@�)2 and
�6 interactions. Both figures which show fixed points with Z2

symmetry qualitatively represent the phase diagram for all n
at this order of approximation

CFT approach. The same line of reasoning as that dis-
cussed towards the end of Section (III) can be followed
also in this case to extract critical properties. With a

g = 0

4

and their flow equations are

�
v

= �dv+
d�4

2
'v0 +

v(m+1)z(m�1)
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+
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, (19)
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(z(m))2
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where the following rescalings have been done

v ! (m+ 1)
(4⇡)2(2m+1)
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)
v, z ! (4⇡)2m+1

m�m(�
c

)
z. (21)

The quadratic terms in the beta functions come from
melon type diagrams which are of 2m-loop order for the
v(i)z(j) term in (19) and of m-loop order for the (v(i))2

term. Also the v(i)z(j) term in (20) appears at 2m-loops,
the z(i)z(j) term at m-loops and the (v(i))2 term at 3m-
loops. The functions Z(�) and V (�) induce a flow on
the coe�cient of the kinetic term which is implicit in
the definition of the field �. This can be used to fix
the anomalous dimension. In terms of the two couplings
g, h which are respectively the coe�cients of the operator
'2(2m+1) in v(') and '2m(@')2 in z('), the anomalous
dimension is
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Also from an analysis of the stability matrix, one can
calculate the critical exponents
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h+

i!

(i�2m�1)!
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g,

(23)
valid in general for i = 0, · · · , 3m + 1. where g, h are
assumed to be at the critical point.

For m = 1, the phase diagram of the flow equations
(19) and (20) is depicted in Fig.1 in the two-dimensional
space of the dimensionless couplings g, h (right panel).
Four fixed points can be identified in the case of n = 3,
which interestingly include no fixed point with a pure �6

interaction. Instead, there are two fixed points with a
mixture of �2(@�)2 and �6 interactions and a fixed point
with a pure �2(@�)2 interaction, which are given at order
✏ by the critical couplings

g = 0 g =
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This pattern extends to any m. The first of these non
trivial fixed points is perhaps also interesting in the sense
that it is infrared attractive. The critical coupling can
be easily extended to all m

h =
2m(m+ 1)(2m+ 1)

2 + 7m(m+ 1)

(m+ 1)!m!2

(2m)!2
✏ . (25)

It is then straightforward to calculate at this fixed point
the critical exponents (22) and (23) in terms of ✏.
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Also from an analysis of the stability matrix, one can
calculate the critical exponents
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At this fixed point and at order ✏ the stability matrix is
block lower-triangular where each block consists of op-
erators of the same number of derivatives, therefore the
validity range of the above critical exponents extends to
infinity. Furthermore, in this case it is similarly easy to
calculate the critical exponents for the derivative opera-
tors �i(@�)2 which is again valid for all i
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= (i�2m�2)!


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+
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(i� 3m� 1)!

�
2m(2m+ 1)

2 + 7m(m+ 1)

m!

(2m)!
✏ . (28)

The phase diagram of the n = 3 case is compared with
that of n = 2 in Fig.(1) (left panel), where g, h are re-
spectively the coe�cients of the operators '4 in v(') and
'(@')2 in z('). If one includes higher order corrections
for the beta functions the �4 fixed point persists, while in
principle other fixed points may arise which have deriva-
tive interactions. However, as discussed in Section (II),
these have an odd Z2 parity and can be consistently ig-
nored.

FIG. 1. Phase diagrams for theories with ⇤2 type kinetic term
for ✏ = 0.1. Left panel: for n = 2 one has the Gaussian and
the generalized Wilson-Fisher fixed point with �4 interaction.
Right panel: for n = 3 one has four fixed points, a Gaus-
sian fixed point, a fixed point with a derivative interaction
�2(@�)2, and two fixed points with a mixture of �2(@�)2 and
�6 interactions. Both figures which show fixed points with Z2

symmetry qualitatively represent the phase diagram for all n
at this order of approximation

CFT approach. The same line of reasoning as that dis-
cussed towards the end of Section (III) can be followed
also in this case to extract critical properties. With a

4

and their flow equations are

�
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= �dv+
d�4

2
'v0 +

v(m+1)z(m�1)

(m+1)!
+
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, (19)
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where the following rescalings have been done

v ! (m+ 1)
(4⇡)2(2m+1)

m2�2m(�
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)
v, z ! (4⇡)2m+1

m�m(�
c

)
z. (21)

The quadratic terms in the beta functions come from
melon type diagrams which are of 2m-loop order for the
v(i)z(j) term in (19) and of m-loop order for the (v(i))2

term. Also the v(i)z(j) term in (20) appears at 2m-loops,
the z(i)z(j) term at m-loops and the (v(i))2 term at 3m-
loops. The functions Z(�) and V (�) induce a flow on
the coe�cient of the kinetic term which is implicit in
the definition of the field �. This can be used to fix
the anomalous dimension. In terms of the two couplings
g, h which are respectively the coe�cients of the operator
'2(2m+1) in v(') and '2m(@')2 in z('), the anomalous
dimension is
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4(m+ 1)2(2m+ 1)2(4m+ 1)! g2 .

Also from an analysis of the stability matrix, one can
calculate the critical exponents
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(2m)!
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h+

i!

(i�2m�1)!

2(2(2m+1))!
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g,

(23)
valid in general for i = 0, · · · , 3m + 1. where g, h are
assumed to be at the critical point.

For m = 1, the phase diagram of the flow equations
(19) and (20) is depicted in Fig.1 in the two-dimensional
space of the dimensionless couplings g, h (right panel).
Four fixed points can be identified in the case of n = 3,
which interestingly include no fixed point with a pure �6

interaction. Instead, there are two fixed points with a
mixture of �2(@�)2 and �6 interactions and a fixed point
with a pure �2(@�)2 interaction, which are given at order
✏ by the critical couplings
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This pattern extends to any m. The first of these non
trivial fixed points is perhaps also interesting in the sense
that it is infrared attractive. The critical coupling can
be easily extended to all m
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2m(m+ 1)(2m+ 1)

2 + 7m(m+ 1)

(m+ 1)!m!2

(2m)!2
✏ . (25)

It is then straightforward to calculate at this fixed point
the critical exponents (22) and (23) in terms of ✏.
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Also from an analysis of the stability matrix, one can
calculate the critical exponents
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At this fixed point and at order ✏ the stability matrix is
block lower-triangular where each block consists of op-
erators of the same number of derivatives, therefore the
validity range of the above critical exponents extends to
infinity. Furthermore, in this case it is similarly easy to
calculate the critical exponents for the derivative opera-
tors �i(@�)2 which is again valid for all i
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The phase diagram of the n = 3 case is compared with
that of n = 2 in Fig.(1) (left panel), where g, h are re-
spectively the coe�cients of the operators '4 in v(') and
'(@')2 in z('). If one includes higher order corrections
for the beta functions the �4 fixed point persists, while in
principle other fixed points may arise which have deriva-
tive interactions. However, as discussed in Section (II),
these have an odd Z2 parity and can be consistently ig-
nored.

FIG. 1. Phase diagrams for theories with ⇤2 type kinetic term
for ✏ = 0.1. Left panel: for n = 2 one has the Gaussian and
the generalized Wilson-Fisher fixed point with �4 interaction.
Right panel: for n = 3 one has four fixed points, a Gaus-
sian fixed point, a fixed point with a derivative interaction
�2(@�)2, and two fixed points with a mixture of �2(@�)2 and
�6 interactions. Both figures which show fixed points with Z2

symmetry qualitatively represent the phase diagram for all n
at this order of approximation

CFT approach. The same line of reasoning as that dis-
cussed towards the end of Section (III) can be followed
also in this case to extract critical properties. With a

i > m

�v = �dv+
d�4 + ⌘

2
'v(1) +

v(m+1)z(m�1)

(m+1)!
+

(v(2m+1))2

(2m+1)!
(1.11)

�z = �2z+
d�4 + ⌘

2
'z(1)+2

v(2m+1)z(2m+1)

(2m+1)!
+

z(m+1)z(m�1)

(m+1)!
+

3m+2

2(2m+1)

(z(m))2

(m+ 1)!
� 2(m+ 1)

(2m+ 1)

(v(3m+2))2

(3m+1)!

�w1 = ⌘w
1

+
d�4 + ⌘

2
'w

(1)

1

+
(m+1)2�(�c)

m4�(4+�c)

(v(4m+2))2

(4m+1)!
�(m+1)�(�c)

m3�(3 + �c)

z(3m) v(3m+2)

(3m+1)!
� �(�c)

m2�(2+�c)

(z(2m))2

2(3m+1)(2m)!

!̃i = (i�2m�2)!


3m+ 2

2m+ 1

m+ 1

(i�3m�2)!
+

1

(i�3m�3)!
+

m(m+ 1)

(i� 3m� 1)!

�
2m(2m+ 1)

2 + 7m(m+ 1)

m!

(2m)!
✏

e�S⇤[�L] =

Z
D� µ

⇤

e�S[�]� 1
2 (���L)�

�1
H (���L) (1.12)

Ṡ
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At order         they are associated to all operators in V and Z terms.O(✏)
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There are three fixed points
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The corresponding non-zero relevant spectrum is
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and for all three cases, as expected �5 = 2✏. The value of �1 for the three fixed points is respectively:
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16 Constraints from equations of motion and conformal symmetry
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The case k = 2, n = 3:
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There are 3 non trivial fixed points

Some explicit results for k=2, n=3 

Anomalous 
dimensions

second and third line of Eq. (5.13) vanish so that these anomalous dimensions take the

simple form

�̃1 =
⌘

2
, �̃2n�1 = (n� 1)✏� ⌘

2
. (5.14)

The two anomalous dimensions then sum up to �̃1 + �̃2n�1 = (n� 1)✏, which is equivalent

to the scaling relation ✓1 + ✓2n�1 = d and proved in general in appendix B.

The correction (5.9) allows us to go beyond the local potential approximation and

compute at order ✏ the block M (2) in (4.7) which is a block-diagonal matrix with two by

two blocks. The i-th block which gives the mixing of the �i+2n and �i(@�)2 couplings is

given in the {�i+2n,�i(@�)2} basis as
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where 1 is the two dimensional identity matrix. For each i the two eigenoperators have the

same canonical scaling at the critical dimension. The eigenvalues of the stability matrix

include the scaling dimensions �✓
i+2n, given in Eq. (2.14), and (d2 � 1)i+ !̃

i

, which is the

analog for z-couplings in the notation of [27].

From these, one can then read o↵ the anomalous parts �̃
i

and !̃
i

of the v and z coupling

scaling dimensions at order ✏ which are valid not only for 0  i  2n � 3 described by

the above matrix but for all i, according to the discussion in the previous subsection. In
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and for i � 0

�̃
i

=
2(n� 1)n!

(2n)!

i!

(i� n)!
✏ !̃

i

=
2(n� 1)n!

(2n)!

(i+ 1)!

(i� n+ 1)!
✏ . (5.16)

This reproduces the result of [27]. The �̃
i

in Eq. (5.16) also match the anomalous dimensions

found in [8, 9] from CFT constraints.

Beyond the leading order for the anomalous dimensions, the stability matrix will not

be lower-triangular anymore, and in order to find the anomalous dimensions of higher

and higher powers of � one has to take into account (up to cubic order contributions of)

operators of higher and higher dimensions. In the simplest case, 2n < i < 4n�3, one needs

to include cubic corrections to �
z

, and furthermore, take into account the z(') contribution

to �
v

at cubic level. The only term contributing to this last piece is proportional to

v(n)(�)2 z(�) and leads to O(✏2) corrections in the upper right element in (5.15). These

higher order corrections are not considered here and are left for future work.

Besides (5.16), an extra information which has been obtained in [8] using conformal

symmetry and the Schwinger-Dyson equations is the leading order value of �2 for n > 2,

which is of order ✏2. For n > 2, putting i = 2 in (5.13) gives
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which is also in agreement with the result found in [8].
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15 The k = 2, n = 3 example

In the following, we have removed all factors of ⇡.
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CFT

Comparison of the anomalous dimensions

Using SDE based on:

•  �1

To compare with RG, rescale the couplings accordingly

•  

Evaluate r.h.s. at tree level 
and normalize the couplings

Solve the recurrence relation with 
b.c. 

Agreement between RG and CFT
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Conclusions
• In perturbation theory it is possible to obtain leading non trivial results 
     with renormalization group and with CFT techniques for the conformal 
     universal data. Complete agreement where results overlap.
• This approach works both for unitary and non unitary theories.     
     Tested on some non trivial scalar theories. 
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• Among non unitary theories we have identified and studied a non 
trivial universality class in 3 dimensions: the Blume-Capel or tri-
critical Lee-Yang.

• To study higher derivative  scalar theories we have employed RG which  
relies neither on unitarity nor conformal invariance

• Allows to identify scale invariant deformations of higher derivative 
free CFTs.

• In particular for theories of the “second type” pure potential 
deformations are not scale invariant (k=2, n=2m+1)

• We have confirmed most of our results using SDE and assuming 
conformal symmetry (provides evidence for conformal invariance)



Outlook

40

• Natural question: can one extend to a functional non perturbative RG 
framework some of these ideas?

• Can we improve the methods on both RG and CFT sides?

Thank you!

• Global symmetries: e.g. O(N) models

• Extension to higher derivative theories with odd interactions

• Higher order corrections

• Higher derivative models of “second type”: alternative CFT 
approaches (Conformal Bootstrap or structure of conformal blocks)

• Theories for fields with non zero spin content

• More geometrical formulation of RG flow of QFTs 
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Non  perturbative FRG
What about a non perturbative analysis of these models? 
Conformal bootstrap may not be easy to apply, due to the lack of unitarity 
One can proceed with FRG…

Let us consider the simpler case k=2 with even n 
Use LPA with a cutoff: Rk(p

2) = (k4�p4)✓(k4�p4)
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